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RESUMO: O avanco do policiamento preditivo no Brasil, impulsionado por tecnologias
de inteligéncia artificial e anélise de dados, tem despertado preocupacdes sobre
seus impactos em contextos marcados por desigualdade estrutural. Este capitulo
analisa criticamente a aplicacdo dessas ferramentas na Amazénia urbana, territério
caracterizado por favelizacdo, invisibilidade institucional e seletividade penal
historicamente dirigida as populagdes periféricas e racializadas. O objetivo é investigar
em que medida o uso de algoritmos na seguranca publica pode agravar processos
de criminalizacdo automatizada e violacdo de direitos fundamentais. A justificativa
da pesquisa baseia-se na auséncia de marcos regulatérios nacionais que orientem
0 uso ético dessas tecnologias, bem como na urgéncia de incorporar salvaguardas
juridicas que considerem as especificidades socioespaciais amazonicas. Adota-se como
metodologia a revisdo critica de literatura nacional e internacional, com destaque
para O'Neil (2017), Eubanks (2018), Richardson et al. (2019) e documentos do Forum
Brasileiro de Seguranca Publica, além da analise de experiéncias regulatérias como
o caso SyRI, na Holanda, e o GDPR europeu. Os resultados apontam riscos concretos
de injustica algoritmica, reforco da seletividade estatal e violacdo da privacidade.
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Conclui-se que, sem controle social e normativo, o policiamento preditivo tende a
intensificar desigualdades ja existentes. Propdem-se, ao final, diretrizes para uma
governanca algoritmica compativel com os principios democraticos e os direitos
humanos.

PALAVRAS-CHAVE: Amazénia urbana; Direitos humanos; Governanca de dados;
Injustica algoritmica; Policiamento preditivo.

Predictive Policing and Human Rights in the
Amazon: Between Technological Innovation and
the Vulnerabilization of the Peripheries

ABSTRACT: The advancement of predictive policing in Brazil, driven by artificial
intelligence and data analysis technologies, has raised concerns about its impact
in contexts marked by structural inequality. This chapter critically analyzes the
application of such tools in the urban Amazon, a territory characterized by informal
settlements, institutional invisibility, and historically selective penal practices directed
at peripheral and racialized populations. The objective is to investigate the extent to
which the use of algorithms in public security may aggravate processes of automated
criminalization and violations of fundamental rights. The rationale for this research
lies in the absence of national regulatory frameworks to guide the ethical use of
these technologies, as well as the urgency of incorporating legal safeguards that
consider the socio-spatial specificities of the Amazon. The methodology adopted
involves a critical review of national and international literature, highlighting works
by O'Neil (2017), Eubanks (2018), Richardsone et al. (2019), and documents from the
Brazilian Public Security Forum, in addition to the analysis of regulatory experiences
such as the SyRl case in the Netherlands and the European GDPR. The results indicate
concrete risks of algorithmic injustice, reinforcement of state selectivity, and privacy
violations. The chapter concludes that, in the absence of social and legal oversight,
predictive policing tends to intensify pre-existing inequalities. It ultimately proposes
guidelines for algorithmic governance compatible with democratic principles and
human rights.

KEYWORDS: Algorithmic injustice; Data governance; Human rights; Predictive
policing; Urban Amazon;
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INTRODUCAO

A adocéo de tecnologias baseadas em inteligéncia artificial (I1A), andlise de
big data e algoritmos de previsdo criminal tem modificado profundamente as
estratégias de atuacdo das instituicdes de seguranca publica em diversas partes
do mundo. No Brasil, ainda que de forma incipiente, o policiamento preditivo tem
ganhado espaco como promessa de racionalizacdo da gestdo do policiamento
ostensivo e de maximizacdo da eficiéncia operacional das forcas de seguranca. Essa
modalidade de policiamento busca antecipar delitos por meio da analise de dados
histdricos, padrdes de ocorréncia e varidveis geoespaciais, apresentando-se como
solucdo técnica para o enfrentamento da criminalidade e a melhoria da alocagéo
de recursos (Ferguson, 2017).

Nos ultimos anos, a seguranga publica brasileira tem enfrentado um cendrio
de complexidade crescente, caracterizado por altos indices de violéncia, sobrecarga
dos sistemas policiais e escassez de recursos humanos e materiais. Nesse contexto,
a adocado de tecnologias de analise preditiva é vista por gestores publicos como
uma resposta estratégica a necessidade de racionalizar recursos e promover maior
eficacia nas a¢des preventivas. A expectativa € que, por meio do cruzamento de
grandes volumes de dados e da identificacdo de padrdes criminais recorrentes,
seja possivel antecipar delitos, identificar locais e horarios de maior risco, e planejar
acoes policiais com base em critérios técnico-cientificos (Lucena, 2019). O uso dessas
tecnologias, entretanto, ndo é isento de controvérsias. Autores como Ferguson (2017)
e Brayne (2021) alertam para o risco de que esses sistemas, ao se basearem em dados
histéricos enviesados, reforcem padrées de criminalizacdo seletiva, legitimando
praticas discriminatdrias sob o verniz de objetividade algoritmica. No Brasil, onde
as estatisticas criminais refletem um histérico de a¢des policiais marcadas por
seletividade penal e racismo estrutural, a aplicacdo acritica dessas ferramentas pode
intensificar a vigilancia sobre determinados territérios — sobretudo os periféricos —,
aprofundando desigualdades e viola¢des de direitos fundamentais (Minayo, 2006).

Na Amazodnia urbana, esse cenario é ainda mais sensivel. Cidades como Manaus,
Belém, Porto Velho e Macapa apresentam altos indices de violéncia letal, marcada por
uma distribuicdo espacial concentrada nas periferias e por um histérico de auséncia
do Estado em areas de vulnerabilidade (IPEA, 2023). A adocdo do policiamento
preditivo nesses contextos requer uma andlise aprofundada de seus efeitos sociais
e institucionais, pois, ao operar com base em dados produzidos por instituicdes
marcadas por desigualdades estruturais, os sistemas preditivos podem nao apenas
reproduzir, mas também amplificar praticas de repressao seletiva e exclusdo social
(Richardson et al., 2019).
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Diante disso, é imprescindivel que o debate sobre o uso de tecnologias preditivas
na seguranca publica va além do entusiasmo técnico e se volte para uma reflexao
critica e ética sobre os limites, as potencialidades e os riscos dessas ferramentas. A
governanga algoritmica deve estar pautada pela transparéncia, pela responsabilidade
institucional e pelo compromisso com os direitos humanos — especialmente em
territdrios historicamente vulnerabilizados como os da Amaz6nia urbana (Eubanks,
2018).

Contextualizacdo

O avanco do policiamento preditivo no Brasil estd inserido em um processo
mais amplo de transformacao digital da administracdo publica, impulsionado por
politicas de modernizacdo estatal, incentivo a inovacdo tecnoldgica e aumento da
demanda social por respostas mais eficazes a criminalidade urbana. Essa transicdo
tem estimulado o uso de tecnologias emergentes em diversas dreas da gestdo
publica, incluindo a seguranca, onde se intensifica o uso de sistemas informatizados,
bancos de dados interconectados e softwares de analise preditiva (Vieira; Santos,
2025). Especificamente na area de seguranca publica, a incorporacdo de solucoes
baseadas em IA, georreferenciamento e mineracdo de dados tem sido incentivada
como estratégia para enfrentar os desafios da criminalidade complexa, da escassez
de efetivo e da pressdo por resultados. Ferramentas como o PredPol, nos Estados
Unidos, e sistemas similares testados no Brasil, propdem antecipar delitos com base
em analises estatisticas de ocorréncias anteriores, perfil de reincidéncia e distribuicdo
espacial da violéncia (Ferguson, 2017).

Contudo, o contexto brasileiro — e mais especificamente o amazénico —
impode peculiaridades que relativizam essa expectativa de neutralidade técnica.
As bases de dados utilizadas pelas instituicoes policiais brasileiras sdo, em grande
medida, derivadas de boletins de ocorréncia, relatdrios de patrulhamento e registros
administrativos frequentemente marcados por subnotificacdo, inconsisténcia e
forte seletividade. Como aponta Eubanks (2018), quando os dados que alimentam
os sistemas algoritmicos refletem desigualdades histdricas, esses mesmos sistemas
tendem a reproduzir — e até intensificar — essas distor¢des.

Na Amazdnia urbana, essa critica se torna ainda mais relevante. Cidades como
Manaus, com territdrios marcados por ocupacdes irregulares, auséncia de servicos
publicos basicos e relacdes tensas entre comunidades periféricas e forcas de seguranca,
tornam-se espacos propensos a reproducdo do viés algoritmico. O policiamento
preditivo, nesse cendrio, tende a reforcar a presenca estatal em dreas ja historicamente
sobrepoliciadas, enquanto perpetua a invisibilidade institucional em outros territérios
igualmente vulneraveis, porém com menor visibilidade estatistica (Miranda; Schnedier,
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2020). Ademais, a infraestrutura tecnoldgica necessdria para a plena execucao
dessas ferramentas ainda é precdria em muitas regides da Amazdnia, o que agrava
a dependéncia de sistemas centralizados e compromete a transparéncia na gestdo
dos dados. Isso evidencia a urgéncia de incorporar ao debate sobre seguranca
publica algoritmos que sejam regulados por marcos legais especificos, auditaveis e
compativeis com os principios constitucionais de legalidade, isonomia e dignidade
humana (BRASIL, 1988; Maciel, 2025).

Portanto, a contextualiza¢do do policiamento preditivo no Brasil ndo pode
prescindir de uma analise critica sobre o ambiente socioterritorial em que essas
tecnologias sdo implementadas, tampouco ignorar os riscos de agravamento das
desigualdades quando a inovacdo tecnoldgica é dissociada de uma governanca
ética e comprometida com os direitos humanos.

Problematizacdo

A implementagdo do policiamento preditivo em contextos profundamente
marcados por desigualdades sociais, como as periferias urbanas da Amazonia,
levanta preocupacdes éticas, juridicas e politicas de alta relevancia. Em regides
como Manaus, Belém e Porto Velho, observa-se uma histérica auséncia do Estado,
associada a seletividade penal que afeta de maneira desproporcional populacdes
negras, indigenas e empobrecidas (IPEA, 2023; Minayo, 2006). Nessas dreas, a suposta
neutralidade dos algoritmos pode ser comprometida pela base de dados enviesada
que sustenta os modelos preditivos, muitas vezes alimentada por estatisticas
produzidas por praticas policiais discriminatdrias.

Essa realidade faz emergir o risco de que as ferramentas tecnoldgicas, ao invés
de corrigirem injusticas, venham a legitima-las sob a aparéncia de objetividade
matematica. Como advertem Eubanks (2018) e Richardson et al. (2019), os algoritmos
refletem os valores e vieses de quem os projeta e de quem fornece os dados. Assim,
sua aplicacdo em ambientes ja estigmatizados pode aprofundar o ciclo repressivo e
invisibilizar ainda mais as violages de direitos fundamentais. A Amazdnia urbana,
portanto, constitui ndo apenas um espaco de aplicacdo dessas ferramentas, mas um
campo de disputa por justica algoritmica e governanca democratica da seguranca
publica.

Objetivos

Este capitulo tem como objetivo geral analisar criticamente em que medida o
uso de algoritmos e tecnologias de IA no campo da seguranca publica, com foco
na Amazénia urbana, pode intensificar processos de criminalizacdo automatizada,
aprofundar a seletividade penal e gerar violagdes de direitos fundamentais, como
os direitos a igualdade, a privacidade e a nao discriminacao.
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Como objetivos especificos, propde-se:

e Investigar o contexto socioespacial da Amazénia urbana e sua relagdo
com padrdes histdricos de seletividade penal e invisibilidade institucional;

e Identificar os principais riscos éticos e juridicos associados a aplicagdo do
policiamento preditivo em territorios socialmente vulneraveis;

e Analisar criticamente os fundamentos tedricos e técnicos do policiamento
algoritmico e sua aplicabilidade no Brasil;

e Avaliar experiéncias internacionais de regulacdo e controle do uso de
algoritmos na seguranca publica, com destaque para os casos do Sistema de
Registro de Riscos (SyRl) (Holanda) e Regulamento Geral sobre a Protecao
de Dados (GDPR) (Unido Europeia);

e Propor diretrizes para uma governanca algoritmica orientada pelos
principios dos direitos humanos, com énfase na realidade amazonica.

Justificativa

A relevancia deste estudo reside na auséncia de um marco legal nacional que
regulamente o uso de tecnologias preditivas pela administracdo publica, sobretudo
no campo da seguranca publica. A inexisténcia de diretrizes claras sobre transparéncia
algoritmica, responsabilidade institucional e respeito aos direitos fundamentais abre
margem para aplicagdes indiscriminadas e potencialmente abusivas, especialmente
em contextos marcados por vulnerabilidades histéricas. A Amazénia urbana, nesse
sentido, constitui um lécus emblemdtico: trata-se de uma regido caracterizada por
alta densidade populacional periférica, presenca insuficiente do Estado, precariedade
nos servigos publicos e indices persistentes de violéncia estrutural. Ao mesmo
tempo, o avanco das tecnologias de vigilancia baseadas em IA e big data ocorre em
ritmo acelerado, sem que as especificidades socioespaciais do territério amazonico
sejam consideradas nos desenhos institucionais dessas politicas. A auséncia de uma
abordagem interseccional que leve em conta varidveis como raca, classe, territério
e histérico de exclusdo institucional torna urgente a producdo de conhecimento
critico e situado sobre o tema. Populagdes negras, indigenas e periféricas correm o
risco de se tornarem alvos privilegiados de uma vigilancia automatizada e enviesada,
mascarada por uma pretensa neutralidade tecnoldgica.

Dessa forma, o presente capitulo contribui para o debate académico e politico
ao investigar os limites, riscos e potenciais impactos do policiamento preditivo na
Amazdnia urbana, buscando subsidiar uma governanca algoritmica compativel com
os principios democraticos e com a protecao dos direitos humanos.
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Metodologia

A presente pesquisa adota uma abordagem qualitativa, com base em revisao
critica da literatura especializada, nacional e internacional, buscando compreender
os impactos sociais, éticos e juridicos do policiamento preditivo em contextos
marcados por desigualdades estruturais. A metodologia fundamenta-se na andlise
documental e bibliografica, priorizando autores que tratam das interseccdes entre
tecnologia, justica social e direitos humanos, como Cathy O'Neil (2017), Virginia
Eubanks (2018) e Rashida Richardson et al. (2019).

Essas autoras discutem como os sistemas algoritmicos, ao serem aplicados em
ambientes de vulnerabilidade social, tendem a reproduzir e amplificar preconceitos
e desigualdades histdricas. A leitura de obras como “Weapons of Math Destruction”
(O’Neil, 2017) e "Automating Inequality” (Eubanks, 2018) fornece um marco tedrico
robusto para compreender os riscos da discriminacdo automatizada e da opacidade
algoritmica, enquanto Richardson et al. (2019) contribuem com dados empiricos e
argumentos sobre os efeitos do viés institucional nos sistemas de IA.

Paralelamente, a pesquisa se apoia na analise de experiéncias internacionais
de regulacdo do uso de algoritmos na administracdo publica, como o caso SyRI, na
Holanda, considerado inconstitucional por violar o principio da ndo discriminagao e
o direito a privacidade. Além disso, examina-se o GDPR, vigente na Unido Europeia
desde 2018, que estabelece parametros importantes sobre transparéncia, finalidade
e responsabilidade no uso de dados pessoais por agentes publicos e privados. No
contexto brasileiro, sdo utilizados relatérios, estudos e dados empiricos fornecidos
por instituicdes como o Férum Brasileiro de Seguranca Publica (FBSP), que tém
documentado o uso crescente de tecnologias de vigilancia e suas repercussées
nas dinamicas de policiamento e controle social. Essa triangulacdo metodoldgica
permite articular o debate tedrico com dados praticos e contextuais, possibilitando
uma compreensdo critica e territorializada dos desafios impostos pela adocdo do
policiamento preditivo na Amazénia urbana.

A escolha dessa metodologia visa ndo apenas descrever, mas interpretar os
significados e implica¢des sociais da implementacdo de tecnologias algoritmicas no
campo da seguranca publica, especialmente em regides negligenciadas pelas politicas
estatais. O estudo, assim, busca subsidiar propostas de governanca algoritmica que
respeitem os principios constitucionais e promovam justica social em territdrios
historicamente vulnerabilizados.
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FUNDAMENTOS TEORICOS E CONCEITUAIS

Policiamento Preditivo: Conceitos e Aplicacoes

O policiamento preditivo pode ser definido como o uso de tecnologias
estatisticas e algoritmos baseados em dados histéricos de criminalidade para prever
onde e quando delitos podem ocorrer. A Iégica central por trds dessa pratica esta
na antecipacdo de comportamentos criminais, possibilitando que as forcas de
seguranca publica direcionem recursos, agentes e acdes de forma mais eficiente
e estratégica (Perry, 2013). Essa abordagem insere-se em um movimento mais
amplo de modernizacdo da gestdo da seguranca publica, que se orienta pela [dgica
da governancga por dados e da suposta objetividade algoritmica (Brantingham;
Brantingham, 2013).

Entre os modelos mais utilizados, destacam-se os sistemas baseados em regressao
estatistica, redes neurais artificiais, Random Forest, e os modelos ARIMA (Auto
Regressive Integrated Moving Average). Essas ferramentas processam grandes
volumes de dados sobre localizacdo, horarios, tipos de ocorréncia, perfis de individuos
envolvidos e outras varidveis contextuais, oferecendo mapas de calor ou zonas
de atenc¢do que orientam o policiamento ostensivo (Ferguson, 2017). A literatura
internacional sugere que a promessa de eficiéncia operacional e prevencao de crimes
tem levado diversas cidades a adotarem o policiamento preditivo como politica
publica. Nos Estados Unidos, por exemplo, o sistema PredPol foi implementado em
cidades como Los Angeles, Santa Cruz e Chicago, com a alegacdo de que poderia
reduzir os indices criminais por meio da alocacdo estratégica de patrulhas (Nakashima,
2024). Ja na Europa, experiéncias mais cautelosas tém ocorrido, especialmente em
paises como Reino Unido e Alemanha, onde as preocupagdes com a protegao de
dados e os direitos civis tém levado a testes mais restritos e acompanhados por
comités de ética (ZAVRSNIK, 2020).

No Brasil, a aplicagdo do policiamento preditivo ainda se encontra em fase
experimental e pouco documentada, sendo associada a iniciativas pontuais em
estados como Séo Paulo, Bahia e Rio de Janeiro, geralmente articuladas com centros
de comando e controle e sistemas de videomonitoramento urbano (FBSP, 2022). A
auséncia de dados transparentes sobre os critérios de funcionamento desses sistemas,
bem como a escassa participacao social em sua implementacao, torna dificil avaliar
seus reais impactos sobre a seguranca publica e os direitos fundamentais.

As principais promessas atribuidas ao policiamento preditivo envolvem o
aumento da eficiéncia policial, a reducdo da criminalidade e a melhor gestao de
recursos publicos. No entanto, essas promessas sdo acompanhadas de uma série
de criticas. A primeira diz respeito a opacidade dos algoritmos utilizados: muitos
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dos modelos sdo proprietarios e ndo permitem auditoria externa, o que dificulta
o controle social e a responsabilizacdo por eventuais abusos (O'Neil, 2017). Em
segundo lugar, estudos empiricos demonstram que a utilizacdo de dados histéricos
pode reproduzir praticas de policiamento discriminatdrias, uma vez que os dados
refletem decisdes passadas de agentes estatais que, muitas vezes, foram marcadas
por viés racial, territorial ou de classe (Eubanks, 2018; Richardson et al., 2019). Além
disso, a eficacia do policiamento preditivo tem sido colocada em duvida por diversas
pesquisas académicas. Em Santa Cruz (EUA), por exemplo, a prépria policia decidiu
encerrar o uso do PredPol apds constatar que os efeitos na reducdo da criminalidade
eram estatisticamente insignificantes e que a ferramenta concentrava a¢des policiais
em bairros ja sobrepoliciados (Nakashima, 2024). Esses dados reforcam a necessidade
de um debate critico e contextualizado sobre a adocdo dessa tecnologia no Brasil,
especialmente em regides como a Amazdnia urbana, onde a desigualdade estrutural,
a violéncia institucional e a auséncia de politicas publicas tornam os riscos ainda
mais evidentes.

Portanto, embora o policiamento preditivo se apresente como inovacao
técnica voltada a modernizacdo do aparato policial, é fundamental questionar
os pressupostos de neutralidade e eficacia que sustentam sua disseminagdo. O
contexto brasileiro, e particularmente o amazonico, exige uma abordagem cautelosa,
informada por critérios éticos, técnicos e sociais, que reconheca as limita¢des das
tecnologias algoritmicas e priorize a protecdo dos direitos fundamentais.

A Ldgica Algoritmica e a “Injustica Algoritmica”

Aldgica algoritmica, base dos sistemas de policiamento preditivo, fundamenta-
se na coleta, organizacdo e analise massiva de dados histdricos para a formulacdo
de previsdes sobre o comportamento futuro, incluindo a ocorréncia de crimes.
A primeira vista, essa abordagem se apresenta como uma alternativa racional e
tecnicamente neutra para a tomada de decisdes no campo da seguranca publica.
Contudo, essa pretensa neutralidade € iluséria. Como argumenta Cathy O'Neil
(2017), os algoritmos sdo, na pratica, “opinides incorporadas em cédigo” — isto &,
carregam os valores, preconceitos e escolhas politicas de seus programadores e das
instituicbes que os operam.

O conceito de “injustica algoritmica” cunhado por O'Neil em sua obra “Weapons
of Math Destruction” (2017) refere-se ao uso de modelos matematicos opacos,
impenetraveis e desprovidos de mecanismos eficazes de prestacdo de contas, que
causam danos sistematicos a grupos historicamente marginalizados. Esses modelos
sdo caracterizados por trés atributos principais: opacidade (os critérios e parametros
usados ndo sdo acessiveis ou compreensiveis para os afetados), escala (sdo aplicados
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em larga escala e com grande impacto) e dano (produzem consequéncias adversas
significativas, muitas vezes irreversiveis, na vida dos individuos e comunidades
atingidas). Na seguranca publica, esse risco se manifesta na forma de decisdes
automatizadas que orientam patrulhamentos, abordagens, investigacdes e uso
da forca com base em dados histdricos que refletem praticas policiais seletivas
e discriminatodrias. Como apontam Eubanks (2018) e Richardson et al. (2019), os
algoritmos de predicao criminal, ao se alimentarem de dados produzidos por
sistemas policiais e judiciais estruturalmente enviesados, acabam por perpetuar
0s mesmos padrdes de exclusdo e estigmatizagdo. Assim, bairros historicamente
criminalizados continuam a ser os mais vigiados; grupos raciais frequentemente
abordados seguem como alvos prioritdrios; e individuos com histérico de contato
com o sistema penal permanecem sob constante suspeita.

Essa légica circular cria uma retroalimentacdo perversa: quanto mais uma
comunidade é policiada, mais registros de ocorréncias ali se acumulam; quanto
mais dados, mais razdes algoritmicas para intensificar a presenca policial. E essa
intensificacdo, por sua vez, gera novos dados, mantendo o ciclo de repressao e
estigmatizacdo. Esse fendmeno é conhecido como “feedback algoritmico”, e seu
impacto é amplamente documentado por estudos empiricos nos Estados Unidos,
como o de Lum e Isaac (2016), que analisaram o sistema de policiamento preditivo
PredPol e constataram que ele direcionava de forma desproporcional a atuacdo
policial para bairros afro-americanos e latinos, independentemente da real taxa
de criminalidade.

No Brasil, embora os estudos empiricos ainda sejam escassos, ha indicios
preocupantes de que a adoc¢do dessas ferramentas segue logica semelhante. A
auséncia de marcos regulatérios, a falta de auditorias independentes e a baixa
transparéncia institucional criam um ambiente propicio a opacidade algoritmica e
areproducdo de desigualdades estruturais. Como observa Silva (2022), o uso de big
data na seguranca publica brasileira tende a reforcar os filtros raciais e territoriais
ja consolidados na pratica policial, sobretudo nas periferias urbanas. Além disso, o
carater preditivo desses sistemas desloca o foco da responsabilizacdo individual para
aantecipacao de riscos coletivos, o que pode levar a adocdo de medidas preventivas
com base em probabilidades estatisticas, e ndo em atos concretos. Isso compromete
principios fundamentais do Estado de Direito, como a presuncdo de inocéncia e a
individualizagdo da responsabilidade penal. Trata-se, portanto, de uma racionalidade
que se aproxima perigosamente da légica do direito penal do inimigo, conforme
advertido por Zaffaroni (2001), e que encontra respaldo tecnoldgico na arquitetura
algoritmica contemporanea.
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Assim, a nocdo de injustica algoritmica é central para compreender os impactos
das novas tecnologias na seguranca publica. Ela nos alerta para o risco de que,
sob 0 manto da inovacdo e da eficiéncia, estejam sendo aprofundadas praticas
histéricas de exclusdo, vigilancia seletiva e criminalizacdo das diferencas. Ao invés
de corrigirem desigualdades, os algoritmos podem solidifica-las com ainda mais
sofisticacdo, opacidade e legitimidade institucional.

Essa constatacao reforca a urgéncia de politicas publicas orientadas por principios
dejustica algoritmica, que garantam transparéncia, participacdo social, mecanismos
de auditoria e controle democratico sobre o uso dessas ferramentas. Apenas com
tais salvaguardas sera possivel mitigar os riscos da injustica algoritmica e promover
uma seguranca publica compativel com os direitos humanos e a dignidade das
populacdes amazonicas vulnerabilizadas.

Direitos Humanos e o Direito a Cidade

A discussdo sobre o uso de tecnologias no campo da seguranca publica ndo
pode se dissociar da agenda mais ampla dos direitos humanos, sobretudo quando
tais tecnologias sdo aplicadas em contextos marcados por desigualdade estrutural,
como é o caso das periferias urbanas da Amazonia. Nesses territorios, o avanco de
praticas como o policiamento preditivo levanta preocupacdes relativas ao respeito
a garantias fundamentais, como o direito a privacidade, a ndo discriminacdo e,
sobretudo, o direito a cidade — entendido como o acesso pleno aos bens materiais
e simbdlicos da vida urbana, conforme formulado por Henri Lefebvre (1968) e
retomado por De Oliveira e Harvey (2020).

O direito a privacidade é especialmente vulnerdvel em um cenario de coleta
massiva de dados pessoais, georreferenciados e comportamentais por parte do
Estado, muitas vezes sem o consentimento informado das populacoes afetadas.
Conforme alerta Solove (2010), a vigilancia estatal pode produzir efeitos deletérios
sobre a autonomia individual, a liberdade de expressao e a dignidade humana,
especialmente quando os individuos monitorados pertencem a grupos historicamente
marginalizados. Esse risco se intensifica quando os sistemas de vigilancia sdo
automatizados e alimentados por algoritmos opacos e ndo auditaveis, que dificultam
a responsabilizacao institucional em casos de violagdo. Além disso, o principio da
nao discriminacao, pilar dos tratados internacionais de direitos humanos como o
Pacto Internacional sobre Direitos Civis e Politicos, € frequentemente tensionado por
sistemas algoritmicos que replicam padrdes histéricos de exclusdo social (NU, 1966).
Como apontam Eubanks (2018) e O'Neil (2017), mesmo quando os algoritmos ndo
contém varidveis explicitas de raca ou classe, eles podem inferi-las indiretamente por
meio de proxies, como endereco, escolaridade ou padrao de consumo, resultando
em praticas discriminatdrias disfarcadas de neutralidade técnica.
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Nesse sentido, o direito a cidade aparece como uma chave conceitual importante
para compreender as limitacoes e os riscos da seguranca publica algoritmica. Segundo
Rolnik (2017), o direito a cidade implica ndo apenas o direito de estar e circular nos
espacos urbanos, mas o direito de participar das decisdes que moldam a vida nas
cidades, incluindo as politicas de seguranca. No entanto, as populacdes das periferias
amazOnicas, muitas vezes alvos preferenciais das tecnologias de vigilancia, tém sua
ageéncia politica reduzida e sua presenca tratada como problema de seguranca, e
nao como sujeito de direitos.

Ao superpor ldgica algoritmica a territdrios ja marcados por estigmas e abandono
estatal, corre-se o risco de consolidar um modelo de gestdo urbana excludente e
repressivo, que intensifica a segregacdo socioespacial e aprofunda a vulnerabilidade
das populagdes racializadas e empobrecidas. A auséncia de mecanismos de controle
social e de transparéncia nos processos de coleta, processamento e uso dos dados
compromete a legitimidade democratica das a¢des estatais. Portanto, incorporar os
direitos humanos como marco analitico e normativo no debate sobre policiamento
preditivo é condicao indispensavel para evitar que a tecnologia se torne instrumento
de aprofundamento das desigualdades urbanas. O desafio € garantir que ainovacao
tecnoldgica na seguranca publica esteja subordinada a legalidade democratica, aos
principios da dignidade humana e ao compromisso com a justica social em territérios
historicamente vulnerabilizados como a Amazoénia urbana.

A AMAZONIA URBANA COMO CENARIO CRITICO

O Contexto Socioespacial Amazonico

A Amazonia urbana constitui um dos cenarios mais emblematicos da desigualdade
socioespacial brasileira. Cidades como Manaus, Belém, Macap4, Rio Branco e Porto
Velho convivem com uma profunda segmentacao territorial marcada por bolsdes de
pobreza, auséncia de infraestrutura basica, exclusdo digital e deficiéncia histérica na
prestacao de servicos publicos essenciais. A urbanizacdo na regido ndo ocorreu de
maneira planejada ou equitativa, mas resultou de processos de ocupagao informal
e crescimento acelerado, fortemente impactados por fluxos migratérios, dinamicas
econOmicas extrativistas e auséncia de politicas publicas estruturantes (Mello, 2015;
Becker, 2004).

Essas condicdes fazem da Amazonia urbana um territdrio vulneravel a adocdo
acritica de tecnologias de vigilancia e policiamento preditivo. A légica algoritmica
aplicada em contextos como esse tende a reproduzir padrdes de exclusdo, uma
vez que os dados alimentadores dos sistemas muitas vezes refletem as praticas
seletivas e discriminatdrias ja presentes nas a¢des de seguranca publica. Como
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observa Minayo (2006), a violéncia institucional e a letalidade policial afetam de
forma desproporcional jovens negros e moradores de periferias, realidade que
pode ser automatizada e intensificada por modelos preditivos mal calibrados.
A caréncia de dados qualificados sobre o territério, a baixa presenca estatal em
dreas periféricas e o descompasso entre as estratégias tecnoldgicas e a realidade
social contribuem para uma aplicacdo descontextualizada dessas ferramentas.
Além disso, a invisibilidade institucional que permeia essas localidades dificulta o
monitoramento e a responsabilizacdo das agdes policiais mediadas por tecnologia.
Eubanks (2018) destaca que os sistemas automatizados tendem a operar com
opacidade e baixa prestacdo de contas, o que se agrava quando implementados
em regides historicamente negligenciadas pelo Estado.

Na Amazédnia urbana, a populacdo frequentemente ndo tem acesso aos meios
para questionar ou revisar decisdes automatizadas que afetam suas vidas. Isso inclui
desde abordagens policiais até a definicdo de zonas prioritdrias para policiamento
ostensivo, que muitas vezes coincidem com territdrios racializados e estigmatizados.
Conforme aponta De Farias (2025), o policiamento orientado por dados tende a
reforcar esteredtipos territoriais, institucionalizando o estigma social de determinados
bairros como “zonas perigosas”.

Nesse sentido, a combinagao entre exclusdo territorial, auséncia de politicas
publicas e automacao decisdria baseada em dados enviesados pode instaurar um
ciclo perverso de criminalizagdo automatizada. A populacdo da periferia amazénica,
ja submetida a processos histéricos de marginalizagdo, passa a ser monitorada e
controlada por tecnologias que pouco compreendem suas dindmicas socioculturais
e histdricas. O risco é de que essas ferramentas deixem de ser instrumentos de
planejamento estratégico e se convertam em mecanismos de aprofundamento
da repressao seletiva. A governanca da seguranca publica na Amazdnia, portanto,
deve considerar essas especificidades territoriais e sociais. A aplicacao de tecnologias
de policiamento preditivo ndo pode se desvincular da realidade concreta dos
territdrios nos quais opera. Como argumenta Rolnik (2017), o direito a cidade implica
o reconhecimento da pluralidade de formas de vida urbana e a rejeicdo de solucoes
tecnocraticas que invisibilizam as complexidades locais. Esse principio deve orientar
qualquer politica publica que pretenda ser compativel com os direitos humanos.

Dessa forma, a analise critica do contexto socioespacial amazonico é fundamental
para compreender os riscos de injustica algoritmica e vigilancia seletiva. A producdo
de politicas publicas em seguranca ndo pode prescindir de escuta social, controle
democratico e transparéncia algoritmica, sob pena de ampliar o abismo entre
inovacdo tecnoldgica e justica social na regido.
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A Seletividade Penal e a Criminalizacao das Periferias na Regido

A Amazonia urbana constitui um territério de contradicdes: é simultaneamente
espaco de invisibilidade institucional e foco prioritario de acdes repressivas do
Estado. Esse paradoxo se manifesta na forma como as politicas de seguranca
publica historicamente operam na regido, onde a seletividade penal é amplamente
documentada por estudos empiricos e relatérios institucionais (IPEA, 2023; FBSP,
2022). O sistema de justica criminal e as forcas de seguranca atuam de maneira
desproporcional em dreas periféricas, majoritariamente habitadas por populagdes
negras, indigenas, ribeirinhas e empobrecidas. Trata-se de uma seletividade estrutural
que antecede qualquer processo de automagdo, mas que se potencializa quando
incorporada aos bancos de dados alimentadores de algoritmos preditivos.

A seletividade penal é o mecanismo pelo qual o Estado, em suas praticas
concretas, direciona a repressdo penal a determinados grupos sociais, geralmente
marcados por sua condicdo de vulnerabilidade socioeconémica, cor da pele e
localizacdo territorial. Essa légica é visivel na concentracdo de operacdes policiais
em bairros periféricos, na abordagem sistematica de jovens negros e pobres, e na
incidéncia de prisdes em flagrante por delitos de menor potencial ofensivo, como
porte de drogas para consumo pessoal (Batista, 1990; De Oliveira; De Paulo, 2019).

Na Amazdnia, essa seletividade é ainda mais acentuada devido a auséncia de
politicas publicas universais, a baixa cobertura de direitos sociais e a criminalizagao
histdrica das formas de organizacdo popular. Conforme argumenta Minayo (2006),
0 aparato de seguranca atua nesses territérios com uma légica de contencdo e
controle, e ndo de protecdo ou mediacao de conflitos. Isso significa que o Estado se faz
presente sobretudo por meio da coercao, contribuindo para a construgao simbdlica
desses espacos como dreas de risco, perigo e anomia. Esse cenario é fundamental
para compreender os riscos do policiamento preditivo. Os sistemas algoritmicos que
orientam a¢des de seguranca publica se baseiam em dados histéricos, que, por sua
vez, refletem as praticas discriminatorias passadas e presentes. Como destacam Lum
e lsaac(2016), os algoritmos ndo criam vieses, mas amplificam aqueles que ja estdo
embutidos nas bases de dados. Assim, ao utilizar registros de ocorréncias, boletins
de prisdo e mapas de calor da criminalidade, os sistemas acabam por retroalimentar
a légica de seletividade territorial e social.

No caso da Amazonia, isso significa que bairros ja hipervigiados continuarao a
ser priorizados pelas tecnologias preditivas, enquanto regides com baixa notificacdo
de crimes — muitas vezes por auséncia de presenca estatal — permanecerao
invisibilizadas. A criminalidade, portanto, ndo é mapeada de forma objetiva, mas a
partir da acdo institucional previamente direcionada. Isso compromete o principio
daigualdade perante a lei e cria uma distor¢do no préprio conceito de risco criminal.
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Além disso, a criminalizacao das periferias amazdnicas esta associada a construcdo de
estigmas territoriais que sdo absorvidos sem critica pelos modelos computacionais.
Como argumenta Wacquant (2001), a estigmatizacdo de territorios pobres opera
como um mecanismo de dominacado simbdlica, que legitima intervencdes repressivas
e naturaliza a presenca permanente das forcas de seguranca. Quando esse estigma é
codificado em linguagem algoritmica, sua reproducdo ganha contornos ainda mais
problemdticos, pois se torna opaca, automatizada e dificil de contestar judicialmente.
Outro aspecto relevante é o tipo de criminalidade que costuma ser mapeado pelas
tecnologias de policiamento preditivo. Em geral, essas ferramentas se concentram
em delitos de rua, furtos, roubos, vandalismo e trafico de pequenas quantidades
de drogas — infragdes comumente registradas em bairros pobres. J& crimes como
corrupcao, desmatamento ilegal em larga escala, crimes ambientais cometidos por
grandes empresas, e trafico internacional de armas ou drogas, ndo costumam estar
presentes nas bases de dados que alimentam os algoritmos (Vieira; Santos, 2025).

Essa selecdo ja define uma agenda punitiva enviesada, voltada a repressdo de
comportamentos marginalizados e ndo ao enfrentamento de estruturas organizadas
de violéncia. A aplicacdo do policiamento preditivo, nesses moldes, contribui para
a consolidacao de um modelo de justica penal seletiva, voltado para o controle de
popula¢des consideradas “suspeitas” por sua posicdo social e geografica.

Por fim, deve-se considerar que as comunidades periféricas da Amazénia
urbana possuem baixa capacidade institucional de questionamento das decisdes
automatizadas. Em um cendrio de déficit educacional, auséncia de transparéncia
institucional e precariedade dos mecanismos de controle externo da atividade
policial, as populacdes afetadas tém dificuldade de acessar informacdes sobre
os critérios utilizados para definicdo das areas de risco ou para a realizacdo de
abordagens policiais (Eubanks, 2018). A falta de mecanismos de prestacdo de contas
e de governanga democratica sobre o uso de tecnologias preditivas compromete
gravemente os direitos fundamentais dessas populagdes. Como propde Silva (2022),
a legitimagao de intervencdes repressivas com base em dados opacos configura
uma forma contemporéanea de dominacdo tecnoldgica, que se soma as formas
tradicionais de controle territorial.

Diante disso, é necessario compreender que a Amazo6nia urbana ndo é apenas
um espaco de aplicacdo de tecnologias de seguranca, mas um territério politico onde
se disputam narrativas sobre o que é o crime, quem €é o criminoso e quem merece
protecdo. A critica a seletividade penal, nesse contexto, deve vir acompanhada da
exigéncia de transparéncia algoritmica, regulagdo normativa e participacdo social
na construcdo das ferramentas tecnoldgicas aplicadas a seguranca publica. Sem isso,
o risco é que os algoritmos deixem de ser instrumentos de eficiéncia e se tornem
vetores de injustica automatizada, perpetuando desigualdades histéricas sob uma
nova roupagem digital.
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Policiamento Preditivo em Operacao

A implementacdo de tecnologias de policiamento preditivo na Amazoénia
urbana vem ocorrendo de maneira fragmentada, porém crescente, inserindo-se em
um contexto de experimentacao tecnoldgica guiada por promessas de eficiéncia e
modernizacdo da gestao da seguranca publica. Exemplos dessas tecnologias incluem
o uso de cameras inteligentes com reconhecimento facial, softwares de analise
preditiva de padrdes criminais, e plataformas de georreferenciamento de ocorréncias.
Embora essas ferramentas ainda ndo estejam consolidadas como politica publica
nacional integrada, sua aplicacdo pontual em estados como Amazonas e Para revela
importantes implicacdes para os direitos fundamentais das popula¢des afetadas.

Um exemplo notério é a adocdo de sistemas de videomonitoramento com
algoritmos de reconhecimento facial em cidades como Manaus. Segundo o FBSP
(2022), 0 governo do Estado do Amazonas tem investido em programas de vigilancia
inteligente, como o sistema “Pared&o Digital” — que integra cdmeras com capacidade
deidentificar individuos com mandado de prisdo em aberto ou inseridos em bancos
de dados criminais. (SSP-AM, 2025) Embora haja apelo a eficiéncia e a agilidade
operacional, experiéncias semelhantes em outros estados brasileiros, como no Rio
de Janeiro e na Bahia, demonstraram taxas alarmantes de falsos positivos, sobretudo
contra pessoas negras (Instituto Igarapé, 2021). Além disso, a SSP-AM ja manifestou
interesse em ampliar o uso de softwares de analise preditiva para antecipar zonas
de risco e definir prioridades de patrulhamento, com base em mapas de calor e
padroes histéricos de ocorréncia. Essas ferramentas geralmente se baseiam em
modelos estatisticos e aprendizado de maquina para indicar regides com maior
probabilidade de incidéncia de crimes, o que influencia diretamente a alocacdo de
efetivo policial e recursos logisticos. O problema, entretanto, reside no fato de que
os dados que alimentam esses sistemas sdo gerados por praticas de policiamento
seletivo e registros criminais historicamente concentrados em bairros periféricos e
racializados, como o Coroado, Compensa e Jorge Teixeira, em Manaus (Vieira, 2024).

Essa retroalimentacdo de dados enviesados reforca a concentracdo da vigilancia
sobre determinados territérios, independentemente de suas dindmicas sociais e
contextos histéricos. Como destaca Lum e Isaac (2016), algoritmos treinados em bases
de dados desiguais reproduzem a geografia da repressao estatal, institucionalizando
padrodes discriminatorios sob a aparéncia de neutralidade técnica. Na Amazénia
urbana, esse processo agrava o estigma territorial e o tratamento das populacoes
periféricas como potenciais ameacas, mesmo na auséncia de condutas delitivas.
Outro ponto critico refere-se a opacidade dos sistemas utilizados. Nao ha, no Brasil,
legislacdo especifica que obrigue os érgdos de seguranca a publicarem os critérios
e parametros utilizados por softwares de policiamento preditivo. Isso significa
gue a sociedade civil, o sistema de justica e os préprios cidaddos monitorados
desconhecem como as decisdes sédo tomadas — uma violacdo direta aos principios
de transparéncia, accountability e devido processo legal. Como argumenta Eubanks
(2018), a automacao sem transparéncia transforma os cidadaos em “dados vivos”
submetidos a sistemas de controle que escapam a revisdo democratica.
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Do ponto de vista das comunidades afetadas, os impactos cotidianos do
policiamento preditivo sdo profundos. Jovens moradores de bairros monitorados
passam a ser abordados com maior frequéncia, ndo por acdo concreta, mas pela
mera associagdo territorial ou estatistica. Mulheres negras e indigenas relatam maior
incidéncia de revistas, interrup¢des em seus deslocamentos e vigilancia constante
em locais publicos. Essa realidade reproduz o que Eley e Rampton (2019) chama de
“vigilancia ampliada”, na qual a presenca policial constante opera ndo apenas como
controle fisico, mas também como disciplinamento simbdlico dos corpos indesejaveis.

Por outro lado, o discurso oficial tende a invisibilizar essas violagdes, apresentando
os sistemas como instrumentos objetivos e racionais. Entretanto, a literatura critica
adverte que o uso de tecnologia no policiamento ndo elimina o viés humano; ao
contrdrio, pode amplificd-lo por meio de decisdes automatizadas que escapam ao
controle e a responsabilizacdo institucional (O'Neil, 2017). Na Amazénia, onde a
desigualdade é historicamente naturalizada e os territérios periféricos permanecem
sub-representados nos espacos de decisdo, o risco de injustica algoritmica é
exponencial. A auséncia de protocolos publicos de auditoria, governanca e
participacdo social agrava esse cendrio. Diferentemente da Unido Europeia, que
impde obrigagdes normativas claras para sistemas de IA com impacto em direitos
fundamentais, o Brasil carece de marcos legais especificos. A lacuna legislativa deixa
a critério dos préprios 6rgdos de seguranca a definicdo sobre aimplementacdo, o uso
e a supervisdo das tecnologias, o que perpetua praticas autoritarias e desprovidas
de controle social.

Nesse contexto, é fundamental propor mecanismos de protecdo e governanca
algoritmica compativeis com os principios democraticos. Isso inclui a exigéncia de
avaliacdo de impacto em direitos humanos antes da adocdo de qualquer tecnologia
de policiamento preditivo; a publicagdo dos critérios algoritmicos e indicadores
utilizados; a criacdo de instancias independentes de fiscalizacdo e a participacdo
efetiva das comunidades afetadas nos processos decisérios. A construcdo de uma
politica de seguranca orientada pelos direitos humanos ndo pode prescindir de
uma abordagem critica e contextualizada do uso da tecnologia, especialmente
em territdrios vulneraveis como os da Amazoénia urbana. Portanto, a operagdo do
policiamento preditivo na regido ndo pode ser compreendida apenas como inovagao
tecnoldgica, mas como parte de um arranjo politico e social mais amplo, que envolve
disputa por controle, legitimacdo do uso da forca e gestdo seletiva da inseguranca.
Analisar criticamente esses processos € um passo necessario para romper com o
ciclo de criminalizacdo automatizada e construir caminhos institucionais voltados
a justica social e a protecdo dos direitos fundamentais.
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RISCOS E VULNERABILIZACOES: UMA ANALISE CRITICA

O Reforco da Seletividade e o Ciclo Vicioso da Criminalizacdo

O policiamento preditivo, ao se apoiar fortemente em dados histéricos de
ocorréncias criminais, registros de abordagens, prisdes e patrulhamentos realizados ao
longo do tempo, acaba por reproduzir padrdes de atuacdo policial que, historicamente,
se concentraram em territdrios e populacdes especificas. No contexto da Amazonia
urbana, esse viés é ainda mais acentuado devido a forte desigualdade socioespacial,
a caréncia de politicas publicas e a presenca marcante de seletividade penal na
atuacao das forcas de seguranca publica (IPEA, 2023; Minayo, 2006).

Na pratica, a tecnologia tende a direcionar a atencéo policial para os mesmos
bairros pobres, periféricos e racializados que ja sdo alvos recorrentes de operagoes
ostensivas. Como os algoritmos de policiamento preditivo operam com base em
padrdes identificados nos dados histdricos, areas que apresentaram elevados
indices de criminalidade no passado sao interpretadas como mais propensas a
reincidéncia de delitos, mesmo que essa criminalidade seja, em parte, resultado de
um policiamento intensivo e seletivo (Lum; Isaac, 2016). A consequéncia direta é a
retroalimentacédo de um ciclo vicioso: quanto mais a policia atua em uma area, mais
registros sdo produzidos e mais aquela drea se torna alvo prioritadrio nos mapas de
calor e nos relatérios preditivos. Esse ciclo é particularmente problematico porque
desconsidera as causas estruturais da violéncia, como a exclusdo social, a falta de
acesso a servicos publicos e a auséncia do Estado em diversas dimensdes da vida
cotidiana. Em vez de promover politicas integradas de seguranca e cidadania, a
tecnologia acaba reforcando um modelo repressivo de controle social, automatizando
preconceitos e estigmas. A obra de Loic Wacquant (2001) sobre o “Estado penal” e
o “encarceramento das margens” é elucidativa ao demonstrar como a seletividade
penal opera para conter e controlar popula¢des marginalizadas, transformando o
espaco urbano em zonas de excecao.

Essa logica de vigilancia intensificada e segmentada também é criticada por
autores como Eubanks (2018), que aponta o risco da “automacao da desigualdade”.
Em sua andlise, os sistemas tecnoldgicos que operam sob a aparéncia de neutralidade
técnica muitas vezes aprofundam as vulnerabilidades das popula¢des mais pobres,
pois incorporam e naturalizam desigualdades histéricas nos processos de decisao
automatizada. O policiamento preditivo, inserido nesse contexto, representa um
novo estagio de controle social baseado na tecnologia, sem, contudo, romper com
as praticas de estigmatizacdo e repressao seletiva.
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Outro fator preocupante é a opacidade dos sistemas algoritmicos. Em geral,
as comunidades afetadas ndo tém acesso aos critérios utilizados para definir areas
de risco ou perfis suspeitos, tampouco dispdem de mecanismos para questionar
ou revisar essas classificacoes. Isso gera um ambiente de inseguranca juridica e de
desprotecdo frente as acdes do Estado. Conforme argumenta Cathy O'Neil (2017), os
“algoritmos de destruicio em massa” operam sem transparéncia, sem accountability
e com forte impacto sobre popula¢ées vulneraveis.

Na Amazoénia urbana, onde a presenca do Estado se d3, frequentemente, apenas
sob a forma de repressao policial, a introducdo dessas tecnologias tende a agravar o
abismo entre as promessas de eficiéncia e os direitos fundamentais. A criminalizagdo
automatizada se expressa ndo apenas nas abordagens mais frequentes, mas também
na intensificacdo do monitoramento digital, na expanséo de bancos de dados
de reconhecimento facial, e na aplicagdo de medidas preventivas que impactam
desproporcionalmente determinados grupos raciais e sociais (De Oliveira; De Paulo,
2019). Esse contexto evidencia a necessidade de politicas publicas que enfrentem a
seletividade penal ndo apenas em sua dimensao tradicional, mas também nas novas
formas tecnoldgicas de discriminagdo. A governanca algoritmica deve ser orientada
por principios de justica social, transparéncia, auditabilidade e participacdo cidad3,
especialmente em territérios onde o histdrico de violagdes de direitos é persistente.
Como destaca Richardson et al. (2019), ndo se trata apenas de aprimorar os algoritmos,
mas de reformular o modelo de policiamento e a Iégica de seguranca publica para
torna-los compativeis com os direitos humanos e a democracia.

Portanto, o uso de tecnologias preditivas no campo da seguranca publica
deve ser cuidadosamente avaliado quanto a sua conformidade com os principios
constitucionais, as normas internacionais de direitos humanos e a realidade
socioespacial onde serdo aplicadas. Na auséncia de uma legislagdo clara e de
mecanismos de controle independentes, hd o risco de que a inovagao tecnoldgica
se transforme em instrumento de aprofundamento das desigualdades e da violéncia
institucional na Amazénia urbana.

A analise critica do policiamento preditivo deve, portanto, considerar ndo apenas
0s aspectos técnicos, mas, sobretudo, os seus impactos sociais, juridicos e politicos.
O combate a criminalidade ndo pode ser feito a custa da liberdade, da dignidade
e da cidadania das populacoes historicamente vulnerabilizadas. Sem um marco
normativo robusto e uma escuta ativa das comunidades afetadas, a tecnologia sera
apenas mais uma camada de opressao em contextos ja marcados pela exclusdo e
pela seletividade estatal.
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Viola¢éo da Privacidade e do Devido Processo Legal

A emergéncia das tecnologias preditivas no campo da seguranca publica,
notadamente aquelas baseadas em IA, algoritmos de aprendizado de maquina
e mineragdo massiva de dados, tem gerado preocupacdes crescentes acerca das
viola¢des do direito a privacidade e do devido processo legal. Tais dispositivos
operam sob uma légica de vigilancia continua, muitas vezes opaca, que transcende os
limites do espaco publico e adentra esferas cada vez mais intimas da vida social dos
cidadaos. Essa expansao da vigilancia automatizada é especialmente problematica
em contextos de vulnerabilidade estrutural, como as periferias urbanas da Amazodnia,
onde a auséncia de garantias institucionais fortalece a assimetria entre o aparato
estatal e a cidadania.

No que se refere a privacidade, as praticas de policiamento preditivo
frequentemente envolvem a coleta e o processamento de dados pessoais sem o
consentimento dos individuos afetados. Informacdes como localizacdo, histérico
criminal de terceiros, padroes de deslocamento e até mesmo interacdes em redes
sociais podem ser analisadas por sistemas de |A sem que haja transparéncia sobre
o uso desses dados. Segundo Solove (2010), essa ldgica de “agregacdo de dados”
mina a autonomia informacional dos cidadaos e ameaca um dos pilares do Estado
Democratico de Direito. No Brasil, a auséncia de uma regulacdo robusta especifica
para o uso de tecnologias de seguranca publica agrava esse cenario, ainda que a
Lei Geral de Protecdo de Dados (LGPD) estabeleca principios como a finalidade,
necessidade, transparéncia e seguranca (BRASIL, 2018). Contudo, como observam
Mendes e Doneda (2018), a LGPD possui lacunas significativas no tocante a atuacdo
do Estado em contextos de seguranca e investigacdo criminal, o que possibilita
interpretacdes permissivas por parte dos érgdos publicos. Em paises da Unido
Europeia, por exemplo, o GDPR impde limites mais claros as acdes estatais e exige
avaliagdes de impacto algoritmico que considerem a proporcionalidade e alegalidade
da coleta e uso de dados, conforme disposto no artigo 35 do referido regulamento.
No Brasil, tais exigéncias ainda nédo se consolidaram como pratica institucional.

No que tange ao devido processo legal, o uso de algoritmos em processos
decisérios de seguranca publica apresenta riscos sérios a legalidade, a ampla defesa
e ao contraditdrio. A légica algoritmica, por definicdo, opera com base em modelos
estatisticos complexos, muitas vezes incompreensiveis mesmo para os técnicos que
os desenvolvem — fendmeno conhecido como “caixa-preta algoritmica” (Pasquale,
2015). Isso significa que as decises tomadas com base em sistemas preditivos — como
intensificacdo de patrulhamento em determinados bairros, classificacdo de individuos
como “potencialmente perigosos” ou definicdo de rotas estratégicas — ocorrem
sem que os cidadaos tenham ciéncia, acesso ou mecanismos de contestacao. A
auséncia de mecanismos claros de accountability algoritmica compromete, portanto,
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atransparéncia e a legitimidade do aparato estatal, sobretudo quando tais decisdes
impactam diretamente o exercicio de direitos fundamentais. Conforme sustentam
Zuboff (2023) e Eubanks (2018), a substituicdo de juizos humanos por inferéncias
computacionais tende a obscurecer os critérios de imputacdo de responsabilidade
e a consolidar um modelo tecnocratico de poder, com efeitos potencialmente
autoritarios.

Além disso, o uso de dados enviesados ou incompletos pode gerar classificacdes
incorretas e injustas, reforcando estigmas sociais e raciais ja presentes nas estruturas
de poder. Como demonstram estudos empiricos conduzidos por Lum e Isaac (2016),
a utilizacdo de registros policiais histéricos como base de treinamento de algoritmos
tende a reproduzir padrdes seletivos de criminalizacdo, especialmente contra
populacdes negras e periféricas. Tais praticas ndo apenas violam a igualdade perante
a lei, como corroem os fundamentos do processo penal democratico, ao antecipar
a culpa e orientar decisGes com base em perfis estatisticos, e ndo em evidéncias
concretas.

Na Amazdnia urbana, essas dinamicas assumem contornos ainda mais criticos.
A precariedade institucional, a sobreposicdo de vulnerabilidades socioambientais
e a baixa densidade de representacdo politica tornam as populacdes locais
particularmente expostas aos abusos das tecnologias de vigilancia. A falta de
informacéo, de acesso a mecanismos de justica e de espacos institucionais de
deliberacao agrava a assimetria entre Estado e cidadao, possibilitando a consolidacao
de um sistema de policiamento baseado em suspeicao algoritmica e vigilancia
permanente.

Diante desse cendrio, é imprescindivel a construcdo de marcos regulatérios que
assegurem nao apenas a protecdo de dados pessoais, mas também a transparéncia
das decisbes algoritmicas e o controle democratico sobre seu uso. Medidas como a
obrigatoriedade de auditorias externas, a disponibilizacdo de relatdrios de impacto
de direitos humanos, e a criacdo de conselhos de fiscalizacao civil sdo instrumentos
essenciais para garantir que o uso de tecnologias na seguranca publica esteja
alinhado aos principios constitucionais e aos tratados internacionais de direitos
humanos ratificados pelo Brasil. Portanto, a vigilancia algoritmica e o policiamento
preditivo, quando operados sem garantias minimas de legalidade, transparéncia e
participagao social, representam ameacas significativas ao direito a privacidade e ao
devido processo legal. Esses riscos se intensificam em contextos como a Amazdnia
urbana, onde a légica da seletividade penal e da invisibilidade institucional ja opera
com grande intensidade. Cabe, assim, a academia, aos operadores do direito e a
sociedade civil organizada desenvolverem mecanismos efetivos de resisténcia,
controle e transformacao dessa realidade.

Policiamento Preditivo e Direitos Humanos na Amazoénia: Entre a Inovacao Tecnoldgica e a Vulnerabilizacao das Periferias

CAPITULO 7

109




Experiéncias Internacionais e Licoes Aprendidas

A anadlise de experiéncias internacionais que envolveram o uso de tecnologias
preditivas e sistemas automatizados de vigilancia pode oferecer subsidios
fundamentais para compreender os riscos e as vulnerabilidades que essas ferramentas
impdem aos direitos fundamentais. Dentre os casos mais emblematicos, destaca-se
o SyRI, implementado nos Paises Baixos, e os marcos regulatodrios estabelecidos pelo
GDPR da Unido Europeia. Ambos os exemplos ilustram, por caminhos distintos, a
importancia da regulacdo estatal e da protecdo de dados na construcdo de uma
governanca algoritmica compativel com os valores democraticos.

O caso SyRI consistia em um sistema desenvolvido pelo governo holandés que
combinava dados de diferentes fontes — como registros fiscais, dados de habitacdo e
assisténcia social — paraidentificar individuos com alto risco de cometer fraudes em
programas publicos (Van Oirsouw, 2024). Embora a proposta oficial fosse aumentar
a eficiéncia do Estado no combate a fraudes, o sistema operava de forma sigilosa,
com légica algoritmica opaca e sem a possibilidade de contestacdo pelas pessoas
afetadas. Em 2020, a Corte Distrital de Haia declarou a inconstitucionalidade do
SyRlI, afirmando que sua operacao violava o direito a privacidade previsto no artigo
8 da Convencdo Europeia de Direitos Humanos (CEDH). Segundo a sentenca, o uso
indiscriminado e desproporcional de dados, especialmente em bairros de baixa
renda, perpetuava a estigmatizacdo e a vigilancia seletiva de grupos vulneraveis
(Van Qirsouw, 2024).

A decisdo da Justica holandesa se tornou um marco para o debate global sobre
os limites éticos e juridicos da IA aplicada a administracdo publica. O caso SyRl
evidenciou que, mesmo em democracias consolidadas, a auséncia de transparéncia,
accountability e participacao cidada no desenvolvimento de sistemas automatizados
pode resultar em violagdes estruturais de direitos humanos. Mais do que um problema
técnico, a aplicagdo de algoritmos na esfera publica exige uma abordagem politica,
centrada na protecdo das liberdades fundamentais. Nesse sentido, o GDPR, em vigor
desde 2018 na Unido Europeia, representa uma tentativa robusta de estabelecer
padroes juridicos para o tratamento ético de dados pessoais. O GDPR reconhece, em
seuartigo 22, o direito dos individuos de ndo serem submetidos a decisdes baseadas
exclusivamente em processamento automatizado, incluindo a definicdo de perfis,
que produzam efeitos legais ou significativamente similares. Além disso, prevé o
direito a explicacdo sobre os critérios adotados pelos algoritmos, consagrando o
principio da transparéncia algoritmica (UE, 2016).

Aexperiéncia europeia com o GDPR temsido apontada como modelo internacional
de protecdo de dados, ainda que enfrente desafios na sua implementacédo pratica.
Como ressalta Zuboff (2023), 0 avanco das tecnologias digitais demanda ndo apenas
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a criacdo de marcos normativos, mas também mecanismos eficazes de fiscalizacdo
e controle social. O simples reconhecimento formal de direitos ndo garante sua
efetividade em contextos de assimetria informacional entre o Estado, as corporagdes
e os cidadaos.

Em contraste com esses avancos internacionais, o Brasil carece de um arcabouco
juridico que regule especificamente o uso de tecnologias preditivas na seguranca
publica. ALGPD, embora represente um avanco, ainda possui lacunas significativas no
que tange a responsabilizacdo do Estado e a transparéncia na aplicacdo de algoritmos
por érgdos publicos. Como observa Mendes e Doneda (2018), a LGPD néo proibe
decisdes automatizadas, tampouco impoe obrigac¢des claras de explicabilidade nos
casos em que tais decisdes afetam diretamente a vida dos cidadéos. A auséncia de
normas especificas tem permitido a expansao de projetos de vigilancia tecnoldgica
no Brasil, especialmente em regides marcadas por vulnerabilidade social, como a
Amazdnia urbana. Iniciativas que envolvem cédmeras inteligentes, softwares de
reconhecimento facial e plataformas de analise preditiva sdo frequentemente
implementadas sem debate publico, avaliacdo de impacto ou consentimento das
comunidades afetadas (Souza, 2022). Tal cenario aprofunda o risco de que o pais
repita os mesmos erros do caso SyRl, aplicando tecnologias de alta complexidade
sobre populacdes ja estigmatizadas e historicamente invisibilizadas.

Portanto, as licdes aprendidas a partir de experiéncias como a dos Paises Baixos
e da Unido Europeia apontam para a necessidade urgente de um marco regulatério
brasileiro robusto, que considere os principios da legalidade, transparéncia,
proporcionalidade e ndo discriminacdo. A implementacdo de um sistema nacional
de avaliacdo de impacto algoritmico, inspirado nas diretrizes do GDPR, pode
representar um avanco significativo na prevencao de abusos e na garantia de
direitos fundamentais. Além disso, é imprescindivel incorporar a legislacao brasileira
dispositivos que assegurem o direito a explicacdo, a revisdo humana das decisdes
automatizadas e a reparagdo em casos de danos decorrentes da acdo de sistemas
preditivos. Como enfatiza Souza (2022), a responsabilizacdo algoritmica ndo deve
se limitar a regulacdo técnica, mas abranger as dimensdes éticas, sociais e politicas
da governanca de dados.

Em suma, o panorama internacional evidencia que a adogao de tecnologias de
vigilancia e predicdo deve ser acompanhada de rigorosos mecanismos de controle
democratico, sob pena de legitimacdo de praticas de injustica algoritmica e violagao
de direitos fundamentais. A Amazonia urbana, com suas especificidades territoriais e
sociais, demanda atencado redobrada nesse processo, de modo a evitar que a inovac¢ao
tecnoldgica se converta em mais um vetor de exclusdo e opressao institucionalizada.
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DIRETRIZES PARA UMA GOVERNANCA
ALGORITMICA DEMOCRATICA

A Urgéncia de um Marco Regulatério Nacional

A crescente incorporagao de tecnologias algoritmicas na seguranga publica
brasileira, especialmente aquelas voltadas ao policiamento preditivo, impde a
necessidade urgente de um marco regulatério nacional que estabeleca diretrizes
claras sobre os limites éticos, legais e operacionais para o uso dessas ferramentas.
No atual cendrio normativo, o Brasil ainda carece de uma legislacdo especifica que
discipline o uso de algoritmos por agentes estatais, o que abre espaco para abusos,
violacdes de direitos e praticas discriminatdrias institucionalizadas por meio da
tecnologia (Mendes; Doneda, 2018).

O debate sobre a regulacdo da IA tem avancado no Congresso Nacional, mas
ainda de forma genérica, sem abordar com profundidade os riscos especificos da
aplicacdo em politicas de seguranca publica. O Projeto de Lei n.° 2.338/2023, que
trata da IA, embora represente um avanco, ainda ndo estabelece salvaguardas
robustas no que tange ao uso estatal de sistemas preditivos voltados a vigilancia e
policiamento (BRASIL, 2023). Isso € especialmente preocupante em um contexto
como o da Amazénia urbana, onde a desigualdade estrutural e a seletividade penal
podem ser amplificadas por algoritmos nao regulados.

Para além da auséncia normativa, € igualmente grave a inexisténcia de instancias
institucionais de controle social e transparéncia algoritmica. No modelo brasileiro, os
dados utilizados pelas forcas policiais frequentemente ndo sdo disponibilizados ao
publico, o que impede a auditoria independente e o debate publico qualificado sobre
suas implicacdes. Diferentemente do modelo europeu, onde o GDPR prevé o direito
a explicagdo, a revisdo humana de decisdes automatizadas e ao consentimento no
uso de dados sensiveis (UE, 2016), o Brasil ndo dispde de mecanismos equivalentes
na LGPD que sejam suficientemente aplicados ou fiscalizados no setor publico
(Mendes; Doneda, 2018).

Nesse sentido, a construgcdo de um marco regulatério nacional deve observar
ao menos trés pilares fundamentais: transparéncia, accountability e participacdo
social. A transparéncia exige que os modelos algoritmicos utilizados pelas forcas
de seguranca sejam auditaveis, com divulgacdo dos critérios de funcionamento,
das fontes de dados utilizadas e das ldgicas decisérias incorporadas aos sistemas. A
accountability demanda a criagdo de mecanismos institucionais que responsabilizem
gestores publicos e empresas contratadas por eventuais violagdes de direitos
decorrentes do uso de tecnologias. J4 a participacdo social pressupde a inclusdo
de organizacdes da sociedade civil, especialistas e comunidades vulnerabilizadas
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nos processos de formulacdo, monitoramento e avaliacdo de politicas publicas
baseadas em IA (Richardson et al., 2019). Ademais, é necessario que a legislacdo
preveja a realizacdo de avalia¢des de impacto algoritmico (Algorithmic Impact
Assessment — AlA) antes da implementacdo de qualquer sistema automatizado
que afete direitos fundamentais. Esse tipo de analise preventiva ja é exigido em
algumas jurisdicdes, como no Canada e nos Estados Unidos, e permite identificar,
desde o inicio, potenciais riscos de discriminacdo, violacdo de privacidade e reforco
de desigualdades (Richardson et al., 2019).

Outro ponto essencial a serincorporado no marco legal diz respeito ao direito
a explicacdo, ou seja, a obrigatoriedade de que decisdes tomadas por algoritmos
— especialmente aquelas com efeitos sobre liberdades individuais — sejam
compreensiveis, revisdveis e passiveis de contestacdo. Isso evita o chamado “efeito
caixa-preta” das decisdes automatizadas, em que a pessoa afetada sequer tem
conhecimento dos critérios utilizados para sua inclusdo em um determinado banco
de dados de risco ou zona prioritaria de policiamento (O'Neil, 2017; Eubanks, 2018).

Por fim, o processo de elaboracdo de uma legislacdo nacional deve incorporar
a perspectiva territorial, reconhecendo que os impactos dos algoritmos ndo sdo
homogéneos em todo o territdrio nacional. Como discutido ao longo deste capitulo,
a Amazénia urbana apresenta especificidades socioespaciais que potencializam
os riscos da tecnologia: auséncia do Estado, estigmatizacdo racial e precariedade
de politicas publicas. Por isso, é imprescindivel que qualquer marco regulatério
considere os contextos locais e seja sensivel as vulnerabilidades histéricas que afetam
determinadas regides e populacdes. Em sintese, a urgéncia de um marco regulatério
nacional para o uso de tecnologias algoritmicas na seguranca publica decorre ndo
apenas da inovacao tecnoldgica em si, mas dos riscos reais de que essa inovacdo
agrave desigualdades, legitime abusos e produza novas formas de controle social
seletivo. Regular, portanto, ndo significa impedir a inova¢do, mas orienta-la por
principios democraticos, garantindo que os avancos tecnoldgicos ndo se convertam
em instrumentos de opressdo institucionalizada.

Transparéncia, Auditoria e Controle Social

A governanca algoritmica em uma sociedade democratica ndo pode prescindir
datransparéncia, da possibilidade de auditoria e do controle social sobre os sistemas
utilizados, especialmente quando aplicados em politicas publicas sensiveis, como
a seguranca publica. O carater opaco dos algoritmos — muitas vezes operando
como “caixas-pretas” (Pasquale, 2015) — compromete principios basicos do
Estado de Direito, como a legalidade, a publicidade e a responsabilizacdo por
atos da administracdo publica. A auséncia de mecanismos de explicabilidade e de
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participacdo publica transforma decisdes automatizadas em instrumentos de poder
nao controlado, o que representa uma ameaca direta aos direitos fundamentais,
a justica e a equidade.

Cathy O'Neil (2017) adverte que os algoritmos utilizados em sistemas publicos
frequentemente operam de forma obscura, sem possibilidade de auditoria por parte
dos afetados ou de seus representantes. Essa situacdo agrava-se em contextos de
vulnerabilidade institucional, como ocorre na Amazénia urbana, onde a assimetria
informacional entre o Estado e a populacdo é ainda mais acentuada. A ldgica
algoritmica, se ndo for passivel de escrutinio publico, reforca uma cultura de opacidade
decisoria, na qual os cidadaos sdo alvos de decisdes baseadas em critérios que
nao compreendem e sobre os quais ndo tém qualquer influéncia. A transparéncia
algoritmica exige a adogao de politicas que garantam o acesso as informacgdes
sobre como os algoritmos sdo construidos, quais dados sdo utilizados, quais as
regras de decisdo aplicadas e quais os critérios de risco envolvidos. Esse principio
deve ser incorporado tanto nas fases de desenvolvimento quanto nas etapas de
implementacdo e monitoramento das tecnologias. A abertura dos codigos-fonte,
ou ao menos sua disponibilizacdo para auditorias independentes, ¢ um passo
fundamental nessa direcdo. Além disso, os relatérios de impacto algoritmico,
inspirados no modelo europeu de avaliacdo de impacto em prote¢do de dados
(UE, 2016), devem se tornar obrigatérios em qualquer programa de policiamento
preditivo.

A auditoria algoritmica, por sua vez, deve ser entendida como uma pratica
permanente e multidimensional. Ela precisa englobar ndo apenas aspectos técnicos,
como a verificacdo de acurdcia e consisténcia estatistica dos modelos, mas também
uma analise critica de seus impactos sociais, éticos e juridicos. Conforme propdem
Selbst e Barocas (2018), a auditoria ndo pode ser reduzida a revisdo técnica interna
feita pelas préprias instituicdes que implementam os sistemas, sob risco de neutralizar
sua funcdo fiscalizadora. A participacdo de entidades independentes, universidades,
organizac¢des da sociedade civil e defensorias publicas é essencial para conferir
legitimidade e efetividade a esse processo. O controle social, nesse contexto, deve ser
concebido como um direito coletivo e um instrumento democratico de fiscalizagdo
das politicas publicas. Inspirado nos mecanismos ja previstos em conselhos de
seguranca, ouvidorias e conferéncias publicas, o controle dos algoritmos precisa
ser institucionalizado e ter poder deliberativo. As popula¢des impactadas devem
ter direito a informacéo prévia, ao consentimento informado (quando cabivel)
e a contestacdo de decisdes automatizadas. A inexisténcia desses mecanismos
compromete o devido processo legal e contribui para a desumanizagdo da seguranca
publica.
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No caso brasileiro, a Constituicdo Federal de 1988 prevé, em seu artigo 5°,
inciso XXXIII, o direito de acesso as informagdes publicas, além de estabelecer, no
artigo 37, os principios da administragdo publica, como legalidade, impessoalidade,
moralidade, publicidade e eficiéncia (BRASIL, 1988). Esses dispositivos devem orientar
aformulacdo de politicas de transparéncia algoritmica. A Lei de Acesso a Informacao,
Lei n® 12.527/2011, também oferece fundamentos normativos importantes para
obrigar o poder publico a divulgar informacdes sobre os sistemas automatizados
utilizados na seguranca (BRASIL, 2011).

Por outro lado, a experiéncia internacional demonstra que iniciativas robustas
de transparéncia e controle sdo vidveis e necessarias. O caso do SyRI na Holanda
mostrou os perigos do uso opaco de algoritmos para classificar familias em risco de
fraude. A falta de transparéncia e de base cientifica nos critérios utilizados levou a
declaracdo de inconstitucionalidade do programa pelo Tribunal Distrital de Haia
em 2020, com base no principio da ndo discriminagdo (Mantelero, 2016). J4 o GDPR
da Unido Europeia obriga os controladores de dados a explicarem as decisées
automatizadas e prevé o direito a revisdo humana dessas decisées (UE, 2016).

No Brasil, ainda que de maneira incipiente, iniciativas como os relatdrios do
FBSP e projetos académicos sobre accountability algoritmica tém contribuido para o
amadurecimento do debate. No entanto, permanece a lacuna de politicas publicas
que institucionalizem praticas permanentes de transparéncia e participagao social
na gestao das tecnologias policiais. Na auséncia desses mecanismos, o risco é que
a inovagao tecnoldgica avance sem o devido lastro democratico, convertendo
algoritmos em instrumentos de reproducdo das desigualdades que deveriam
combater.

Portanto, é urgente incorporar a governanca algoritmica no campo da seguranca
publica um conjunto de principios baseados na transparéncia, na auditabilidade e no
controle social. Esses pilares devem orientar tanto a formulagdo quanto a execucdo
das politicas que envolvem IA e big data, especialmente em contextos de alta
vulnerabilidade, como as periferias da Amazonia urbana. Somente assim serd possivel
construir uma seguranca publica tecnicamente eficiente, juridicamente legitima
e eticamente compativel com os principios democraticos e os direitos humanos.

Alternativas e Salvaguardas

Diante dos riscos substanciais impostos pelo policiamento preditivo a luz da
auséncia de regulacdo, transparéncia e controle democratico, torna-se imperativo
propor alternativas vidveis e salvaguardas robustas que assegurem o respeito aos
direitos humanos no uso de tecnologias de seguranca publica. A construcdo de
um modelo de seguranca que seja verdadeiramente democratico e inclusivo exige
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mais do que o aperfeicoamento de sistemas algoritmicos: requer a priorizacdo de
abordagens que considerem o contexto socioespacial, promovam justica social
e fortalecam o pacto civilizatdrio baseado nos direitos fundamentais. Uma das
principais alternativas ao modelo puramente preditivo de seguranca é o investimento
em politicas de seguranca publica comunitéria. Essa abordagem parte do principio
de que a seguranca ndo pode ser pensada apenas como repressao ou controle
territorial, mas sim como resultado de relagdes de confiancga, participacdo cidada e
fortalecimento dos lacos sociais. Iniciativas como policiamento comunitario, mediagao
de conflitos e féruns permanentes de didlogo entre forcas de seguranca e moradores
das periferias tém mostrado eficacia na redugao de crimes e na construcao de um
ambiente mais seguro e justo (Minayo, 2006)

Além disso, politicas sociais voltadas a reducdo das desigualdades estruturais
devem ser entendidas como centrais no debate sobre seguranca publica. A literatura
critica em criminologia, como os estudos de Wacquant (2001), mostra que o
encarceramento em massa e a intensificacdo da vigilancia sdo respostas ineficazes
as causas profundas da violéncia, que estdo enraizadas em exclusoes histdricas. Assim,
o fortalecimento de politicas publicas em dreas como saude, educacéo, cultura e
habitacdo deve ser incorporado como estratégia complementar — e muitas vezes
mais eficaz — que a repressdo baseada em tecnologia.

Do ponto de vista tecnoldgico, é essencial que qualquer sistema algoritmico
empregado em seguranca publica seja projetado com salvaguardas juridicas e
éticas. Isso inclui a obrigacdo de realizar avaliacdes de impacto em direitos humanos
antes da implementacdo de qualquer sistema de 1A, conforme ja recomendado
por organismos internacionais como a ONU e a OCDE (UNESCO, 2021; OECD,
2019). Tais avaliagdes devem considerar, sobretudo, o potencial de discriminacao,
invasdo de privacidade, opacidade deciséria e efeitos desproporcionais sobre
grupos vulnerdveis. Outra salvaguarda crucial é a exigéncia de mecanismos de
explicabilidade e interpretabilidade dos algoritmos, conhecidos como “algoritmos
explicaveis” (Fernandes et al., 2022). A possibilidade de compreender como uma
decisdo algoritmica foi tomada é fundamental ndo apenas para garantir o devido
processo legal, mas também para permitir auditorias técnicas e controle social. Isso
exige que as tecnologias adotadas ndo sejam caixas-pretas inacessiveis, mas que
possam ser inspecionadas, questionadas e corrigidas quando necessario (Pasquale,
2015).

A transparéncia deve ser acompanhada de mecanismos efetivos de
responsabilizacdo. Para isso, propde-se a criacdo de conselhos de governanca
algoritmica com participacdo paritaria entre Estado, academia e sociedade civil,
incluindo representantes das comunidades impactadas. Esses conselhos teriam como
fungdo monitorar o desenvolvimento, a aquisicdo e o uso de tecnologias na seguranca
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publica, emitindo pareceres vinculantes sobre sua legalidade, proporcionalidade
e adequacdo. Essa proposta ja foi testada em experiéncias internacionais como
o "Office of Algorithmic Accountability” em Nova York e poderia ser adaptada a
realidade brasileira com enfoque interseccional e territorial.

No campo juridico, é imprescindivel que o ordenamento brasileiro avance na
formulacdo de um marco legal especifico para o uso de tecnologias de vigilancia
e policiamento preditivo. Essa legislacdo deve conter principios como legalidade,
finalidade, proporcionalidade, ndo discriminacdo, minimizacdo de dados e protecdo
ao devido processo legal, em consonancia com as diretrizes do GDPR europeu e
os principios de justica algoritmica ja consolidados em tratados internacionais de
direitos humanos.

Por fim, deve-se considerar a importancia da educacdo digital e da literacia
algoritmica. A capacitacdo de operadores do direito, gestores publicos, policiais,
defensores de direitos humanos e cidadaos para compreender os impactos das
tecnologias de IA é fundamental para criar uma cultura de governanca democratica.
A opacidade técnica ndo pode ser usada como justificativa para afastar o controle
social e institucional sobre decisdes que afetam vidas humanas. Em sintese, o
enfrentamento das vulnerabilizacdes decorrentes do policiamento preditivo na
Amazonia urbana passa por um conjunto integrado de ag¢des: investimento em
politicas comunitarias e sociais, formulacao de marcos regulatérios robustos, adocao
de salvaguardas tecnoldgicas e juridicas, fortalecimento do controle social e promocédo
de uma cultura de direitos no uso de tecnologias. O desafio é construir um modelo
de seguranca que reconheca a centralidade da dignidade humana e que, mesmo
diante da inovacdo tecnoldgica, ndo perca de vista a justica social e o respeito as
diversidades territoriais, raciais e econémicas que marcam o Brasil e, em especial,
a Amazonia.

RESULTADOS E DISCUSSOES

A anélise critica desenvolvida ao longo deste capitulo permitiu a identificacdo
de um conjunto de riscos, dilemas e contradi¢des associados a implementacdo do
policiamento preditivo na Amazdnia urbana, especialmente no que se refere a
violacdo de direitos fundamentais e a reproducdo de desigualdades histdricas. Os
principais resultados se estruturam em torno de trés eixos: (i) a intensificacdo da
seletividade penal a partir de dados enviesados, (ii) a fragilidade juridica diante da
auséncia de regulacdo nacional, e (iii) a urgéncia de salvaguardas institucionais e
sociais voltadas a governanca algoritmica democratica.
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O primeiro eixo de discussao revela que os sistemas de policiamento preditivo, ao
se basearem em dados histéricos de ocorréncias criminais — muitas vezes coletados
sob praticas discriminatérias —, tendem a retroalimentar a criminalizacdo de
determinados territdrios e grupos sociais. Conforme demonstrado por Lum e Isaac
(2016), os algoritmos, embora revestidos de uma aparéncia de neutralidade técnica,
reproduzem os vieses presentes nos registros policiais, concentrando a vigilancia
em bairros periféricos e de maioria negra, indigena e empobrecida. No contexto da
Amazonia urbana, tal fenémeno se manifesta de forma ainda mais preocupante, dada
a histérica invisibilidade institucional dessas populacdes (Minayo, 2006; IPEA, 2023).

O segundo eixo destaca a insuficiéncia de marcos normativos que regulem
o uso de IA e andlise preditiva no campo da seguranca publica. A auséncia de
uma legislacdo nacional especifica, somada a opacidade dos sistemas utilizados,
compromete o direito ao devido processo legal, a privacidade e a transparéncia na
acdo estatal. Como evidenciado no caso SyRI, na Holanda, a falta de critérios claros
e auditaveis para o funcionamento de sistemas preditivos pode levar a decisdes
estigmatizantes e inconstitucionais (Fernandes et al., 2022). No Brasil, documentos
como o Relatério Anual do FBSP (2023) ja alertam para a crescente utilizagdo de
tecnologias de vigilancia sem o devido controle social, especialmente em estados
como Sao Paulo, Bahia e Amazonas.

O terceiro eixo aponta para a necessidade de construcao de salvaguardas que
garantam a compatibilidade entre inovacéo tecnoldgica e o respeito aos direitos
humanos. Tais salvaguardas incluem: a exigéncia de avaliacdes de impacto em
direitos fundamentais antes da implementacdo de novos sistemas; a criacdo de
érgaos de auditoria independentes para fiscalizar algoritmos usados pelo Estado;
a transparéncia sobre os critérios técnicos e estatisticos adotados; e a inclusdo de
mecanismos de participacdo popular nas decisdes sobre o uso dessas tecnologias.
Esses elementos sdo consistentes com os principios do GDPR e com os debates
emergentes sobre “justica algoritmica” (O’'Neil, 2017; Eubanks, 2018; Richardson
et al., 2019). Outro ponto discutido ao longo do capitulo refere-se a tensdo entre
eficiéncia operacional e garantias democraticas. Embora o policiamento preditivo
seja frequentemente apresentado como uma solucdo para a escassez de recursos e
oaumento da criminalidade, os dados analisados demonstram que sua eficcia ndo
é garantida e, quando mal regulado, pode intensificar o ciclo de repressdo sobre
populacdes jd marginalizadas. A experiéncia de cidades norte-americanas como
Los Angeles e Chicago, onde programas como o PredPol foram descontinuados
apds dendncias de discriminacao racial, reforca a importancia de uma abordagem
cautelosa e baseada em evidéncias (Nakashima, 2024).
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No caso brasileiro, as poucas iniciativas implementadas seguem uma légica
de seguranca publica centrada na repressao, com escassa articulacdo com politicas
sociais e auséncia de mecanismos de escuta das comunidades impactadas. Essa
lacuna evidencia a necessidade de um modelo de seguranca cidada, que considere
os determinantes sociais da violéncia e valorize o didlogo com os territdrios. A
justica algoritmica, nesse contexto, demanda mais do que ajustes técnicos: requer
uma reconfiguracdo das prioridades do Estado em relacdo a gestdo da seguranca,
priorizando direitos, inclusdo e justica social.

Por fim, os resultados sugerem que a adocdo de tecnologias preditivas na
seguranca publica da Amazdnia deve ser precedida de um amplo debate publico
e da construgao de instrumentos juridicos que assegurem o controle social e a
accountability das institui¢cdes. Sem isso, o risco é o aprofundamento da vigilancia
seletiva, da criminalizacdo automatizada e da excluséo digital, fendbmenos que
ameacam ndo apenas os direitos das populacdes vulneraveis, mas também a
legitimidade do préprio Estado democratico de direito.

CONSIDERACOES FINAIS

O presente estudo analisou criticamente os impactos do policiamento preditivo
na Amazénia urbana, destacando como a aplicacdo de tecnologias baseadasem [A e
algoritmos de andlise de dados pode ndo apenas reproduzir, mas também intensificar
desigualdades estruturais historicamente presentes nas periferias brasileiras. A
partir de uma revisao critica da literatura nacional e internacional, da analise de
experiéncias comparadas e da consideracdo das especificidades socioespaciais
amazdnicas, foi possivel construir uma compreensao aprofundada dos riscos éticos,
juridicos e sociais envolvidos no uso de tecnologias preditivas na seguranca publica.

Conforme demonstrado ao longo do texto, os sistemas de policiamento
algoritmico sdo construidos a partir de dados histéricos que, por sua vez, refletem
praticas de policiamento seletivas e marcadas por estigmas sociais. Em contextos
como o da Amazdnia urbana, onde a acdo do Estado frequentemente se da por
meio da repressdo e da vigilancia, e onde a presenca institucional é limitada as
forcas de seguranca, a adocdo de ferramentas preditivas tende a consolidar padrdes
de criminalizacdo automatizada de grupos vulnerabilizados — particularmente
popula¢des negras, indigenas, ribeirinhas e periféricas. A chamada “neutralidade
tecnoldgica” revela-se, assim, um mito perigoso, pois mascara os vieses e as estruturas
de poder embutidas nos algoritmos e nos bancos de dados. A auséncia de um
marco regulatério nacional especifico sobre o uso de tecnologias algoritmicas
pela administracdo publica agrava o cendrio. A inexisténcia de parametros legais
claros compromete a transparéncia, o controle social e a responsabilizacdo das
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instituicdes que fazem uso dessas ferramentas. Casos internacionais como o SyRlI,
na Holanda — onde um sistema preditivo foi considerado inconstitucional por
violar o principio da ndo discriminacdo e o direito a privacidade —, demonstram
a urgéncia de incorporar salvaguardas juridicas que antecipem riscos e assegurem
os direitos fundamentais dos cidadéos. No Brasil, por sua vez, ainda sdo incipientes
os debates sobre accountability algoritmica no campo da seguranca publica, o que
expoe a populacdo a praticas opacas, com potenciais graves violacdes ao devido
processo legal.

Os dados analisados sugerem que, sem mecanismos de governanca democratica,
os sistemas de policiamento preditivo correm o risco de ampliar o fosso entre
inovacao tecnoldgica e justica social. Isso se verifica especialmente nas cidades da
Amazdnia Legal, onde a precariedade de servicos publicos, a baixa inclusdo digital e a
invisibilidade estatistica das populacdes mais pobres criam um cendrio de assimetrias
multiplas, incompativel com a légica de decisdes automatizadas. A governanca
algoritmica, portanto, ndo pode ser dissociada da realidade territorial em que se
insere. Pelo contrario, deve ser sensivel as desigualdades locais e comprometida
com o fortalecimento da cidadania e da equidade.

Diante desse panorama, os desafios futuros envolvem tanto a producéo
de conhecimento cientifico capaz de iluminar as zonas de opacidade do uso de
tecnologias na seguranca publica quanto o engajamento politico-institucional
necessério para a construcao de marcos legais protetivos. E preciso que a academia,
a sociedade civil e os érgdos de controle avancem em ac¢des coordenadas para
promover a transparéncia dos sistemas preditivos, estabelecer diretrizes técnicas
para sua utilizacdo e garantir a participacdo dos territérios afetados nas decisdes
sobre sua aplicacdo. A auditoria de algoritmos, a exigéncia de avaliagdes de impacto
em direitos humanos e a criagao de conselhos de controle social sobre tecnologias
de seguranca devem fazer parte de uma nova agenda publica para o tema. Além
disso, é imperativo investir em alternativas que priorizem a prevencéo da violéncia
por meio de politicas sociais, urbanas e educacionais. O uso de tecnologia ndo pode
substituir a presenca do Estado em sua dimenséao cidada, tampouco suprimir o papel
das politicas publicas estruturantes no enfrentamento das causas da violéncia. A
reducdo da criminalidade nao serd alcancada apenas por meio da sofisticacao técnica,
mas sim pela garantia de direitos e pela superagdo das desigualdades histéricas que
estruturam o espago urbano amazonico.

Em suma, o policiamento preditivo ndo é neutro nem inevitavel. Ele é uma
escolha politica e técnica que exige regulacdo, debate publico e compromisso com
os direitos humanos. A Amazonia urbana, marcada por exclusdes multiplas e por
uma profunda assimetria no acesso a justica e a informacdo, impde um chamado a
reflexdo ética e a prudéncia regulatdria. A inovacao tecnoldgica deve caminhar lado a
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lado com ajustica social — e ndo contra ela. Por isso, este capitulo reforca a urgéncia
de se repensar o modelo de seguranca publica a luz de principios democraticos, que
respeitem a dignidade humana e reconhecam a complexidade dos territdrios onde
se pretende aplicar qualquer ferramenta de vigilancia digital.
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