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Abstract: Security solutions for protecting 
property, such as conventional, smart and 
electronic locks, are available on the market. 
Some make use of biometric identification 
by means of fingerprints; however, facial 
recognition, using computer vision techniques 
through deep learning, has emerged as a 
promising alternative. The aim of this research 
is to analyze facial recognition algorithms 
applied to the problem of smart locks, using 
convolutional neural networks and evaluation 
metrics to measure the performance of 
the models generated. The nature of the 
research is applied and technology-based, 
using machine learning algorithms for 
facial recognition in smart locks. In terms 
of objectives, this is a descriptive study, as 
it evaluates the performance of the models 
generated by the methods and architectures 
employed using quality metrics in artificial 
neural networks. The results showed the 
promising effectiveness of the DenseNet-121 
and DenseNet-169 architectures, combined 
with the Fisherfaces facial recognition method, 
in terms of precision, accuracy and F1, both in 
small-scale and large-scale analyses.
Keywords: Computer vision. Deep learning. 
Convolutional neural networks. Eigenfaces. 
Fisherfaces.

INTRODUCTION
Security is a constant concern in many 

sectors, including homes, commercial esta-
blishments and public institutions. Protecting 
property and guaranteeing access only to au-
thorized persons are essential issues for pro-
moting peace of mind and preventing unwa-
nted incidents. In this context, conventional 
locks have been widely used, but they have 
limitations that can compromise their effecti-
veness.

Keyed locks, for example, are one of 
the most common solutions. However, the 
possibility of duplicating keys and the risk of 
them being lost or stolen pose a security threat. 
In addition, the process of manually unlocking 
and locking doors can be inconvenient and 
limiting, especially in shared environments 
where several people need access.

Faced with these limitations, alternatives 
have emerged such as electronic locks, which 
use technologies such as passwords or radio 
frequency identification. However, even 
these solutions are not without their flaws. 
Passwords can be discovered by malicious 
people, and RFID tags can be easily duplicated 
or stolen (AZNAR; PRADA, 2020). It is 
therefore necessary to look for more advanced 
and secure methods of access control.

One promising approach is the use of 
facial recognition, a biometric technique that 
makes it possible to identify people based 
on the unique characteristics of their faces 
(IGNACIO, 2021). Computer vision, artificial 
intelligence and machine learning play a key 
role in the development of efficient facial 
recognition algorithms and systems.

Facial recognition offers several advantages 
over other biometric solutions. By capturing 
a person’s biometric measurements from a 
specific distance, without the need for physical 
interaction, it ensures greater convenience and 
speed of access (IGNACIO, 2021). In addition, 
facial recognition can identify people with 
criminal histories or legal problems, providing 
an additional level of security.

With the advance of technologies such as 
artificial intelligence and machine learning, 
computers not only perform repetitive 
tasks but also acquire learning capabilities 
(LUDERMIR, 2021). Deep learning has 
excelled in facial recognition, achieving 
results that are increasingly close to human 
capabilities (CHOI et al., 2020).
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In this context, this research aims to analy-
ze, by means of evaluation metrics, the mo-
dels generated from machine learning algo-
rithms for facial recognition applied to smart 
locks. To this end, two methods are used in 
this research, Eigenfaces and Fisherfaces, and 
five architectures are explored, including Res-
Net-50, VGG16, VGG19, DenseNet-121 and 
DenseNet-169. Computer vision techniques, 
convolutional neural networks and evaluation 
metrics are applied to measure the performan-
ce of the facial recognition models generated.

The relevance of this study lies in the 
growing application of technologies such as 
artificial intelligence, machine learning and 
facial recognition, which can improve secu-
rity and facilitate decision-making in various 
sectors. The use of smart locks with facial re-
cognition has benefits such as efficiency, secu-
rity and accessibility, contributing to a more 
fluid and secure experience for users (IGNA-
CIO, 2021). In addition, solutions like this 
can be applied in different scenarios, such as 
homes, businesses and school environments, 
where access control is essential. Therefore, 
understanding and evaluating the performan-
ce of facial recognition models is fundamental 
to the development and improvement of these 
technologies.

RELATED WORKS
This section presents a review of rela-

ted work on the subject of facial recognition 
applied to smart locks. The aim is to identify 
the existing contributions in the scientific li-
terature, the approaches adopted, the limita-
tions encountered and the research gaps not 
yet explored. These works serve as a basis 
for the development of this study, providing 
valuable insights and directions for research.

One of the first relevant works in the field 
of facial recognition was Eigenfaces, propo-
sed by Turk and Pentland in 1991. This me-
thod uses the Principal Component Analysis 

(PCA) technique to extract the main facial fe-
atures from a set of training images. Recogni-
tion is carried out by comparing these features 
with those of a test image. Eigenfaces obtained 
promising results, but had limitations in envi-
ronments with variations in lighting and pose.

Belhumeur, Hespanha and Kriegman 
(1997) proposed Fisherfaces with the aim of 
overcoming the limitations of Eigenfaces. This 
method uses the Linear Discriminant Analysis 
(LDA) technique to extract discriminant 
characteristics that maximize the separation 
between classes. Fisherfaces proved to be 
more robust to variations in lighting and pose, 
providing a significant improvement in facial 
recognition performance.

Several studies have explored different 
facial recognition approaches applied to smart 
locks. Wang et al. (2016) proposed a facial 
recognition system based on deep learning 
using the AlexNet convolutional neural 
network architecture. The system was trained 
on a large set of facial images to recognize 
authorized individuals. The results showed 
a high success rate in facial recognition and 
demonstrated the effectiveness of using 
convolutional neural networks in this context.

Li et al. (2018) explored the use of convo-
lutional neural networks for facial recognition 
in smart locks. The authors used the VGG16 
and ResNet-50 architectures, trained on an 
extensive dataset. Comparative analyses were 
carried out between the architectures and pa-
rameters such as hit rate, processing time and 
robustness to variations in pose and lighting 
were evaluated. The results showed that both 
architectures performed well, with ResNet-50 
being slightly superior in terms of accuracy.

Lin and Wu (2020) used facial recognition 
to unlock vehicle doors, using principal com-
ponent analysis to conduct the experiments 
and the Eigenfaces method. In training the 
model, since they used almost all people of 
Asian origin, the model becomes inaccurate if 
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used to recognize Westerners. They conclude 
that opening a door using easy recognition is 
more efficient and practical.

Despite significant advances in this area, 
there are still challenges to overcome. Some 
of these challenges include the need for 
robustness to variations in lighting, pose and 
occlusions, as well as dealing with privacy and 
security issues related to the storage and use 
of individuals’ biometric information.

Given this panorama, this research aims 
to contribute to the advancement of the 
field of facial recognition applied to smart 
locks, exploring different architectures of 
convolutional neural networks and analyzing 
their performance in terms of accuracy, 
efficiency and robustness.

MATERIALS AND METHODS
The research approach is applied and 

technology-based, using machine learning 
algorithms for facial recognition in smart 
locks. In terms of objectives, this is a descriptive 
study, as it evaluates the performance of 
the models generated by the methods and 
architectures employed using quality metrics 
in artificial neural networks. As for the 
procedures, the research is bibliographical and 
experimental, comprising the manipulation of 
different neural network methods, parameters 
and architectures. 

Figure 1 shows the general structure of 
this research, which included the stages of 
selecting and preparing the data set used, 
implementing the methods and architectures 
applied to facial recognition, testing and 
evaluating the models, and developing the 
facial recognition application for smart locks.

1. Available at: https://github.com/ox-vgg/vgg_face2
Available at: https://www.robots.ox.ac.uk/~vgg/data/vgg_face2

SELECTION AND PREPARATION OF 
THE DATA SET
The VGGFace2 dataset was used as the 

basis for training, validating and testing 
the facial recognition models generated. 
VGGFace2 consists of a large number of facial 
images collected from individuals of different 
ethnic origins, ages and genders. This dataset 
was selected because of its representativeness, 
diversity and wide variety of images of real 
people, including singers, actors, politicians, 
among others. The VGGFace2 dataset, as well 
as the sources of information, image details 
and terms of use, is publicly available and can 
be accessed via the VGGFace2 GitHub1 and 
the official website .2

Before using the dataset, the availability of 
different versions was checked and it was de-
cided to use an upscaled version to ensure gre-
ater fidelity in the training. Preparation of the 
dataset included resizing, conversion to grays-
cale and other data preparation techniques.

RESIZING
Resizing is performed to adjust all images 

to a fixed size of 128x128 pixels using the cv2.
resize function from the opencv2 library.

Before preparation, the images may have 
different sizes and vary in terms of resolution. 
Resizing ensures that all the images have the 
same dimension, which is necessary to feed 
the data into a machine learning model.

CONVERSION TO GRAYSCALE
This technique involves converting color 

images to grayscale. This is done to reduce 
the dimensionality of the data, since grayscale 
images have only one color channel, as oppo-
sed to the three channels (red, green and blue) 
of color images. Converting to grayscale sim-
plifies image processing and can help reduce 
the amount of data needed to train the model.

https://github.com/ox-vgg/vgg_face2
https://www.robots.ox.ac.uk/~vgg/data/vgg_face2
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Figure 1 - General structure of the research

Source: From the author



6
Journal of Engineering Research ISSN 2764-1317 DOI https://doi.org/10.22533/at.ed.3174272407115

DATA AUGMENTATION
Data augmentation is a technique used to 

increase the amount of training data by gene-
rating new samples based on existing samples. 
This is done by applying geometric transfor-
mations or modifying the properties of the 
images, such as rotation, mirroring, dimen-
sion, altering brightness/contrast and adding 
noise. According to the study by Kakadiaris 
et al. (2007), data augmentation is an effective 
strategy for diversifying the training set, thus 
improving the ability of the face recognition 
model to generalize and deal with different 
variations and input conditions.

FACE RECOGNITION APIS
A search of available Application Program-

ming Interfaces (APIs) was carried out to find 
some solutions that used the Eigenfaces and 
Fisherfaces algorithms. These APIs were tes-
ted on demonstration bases in order to analy-
ze their operation and accuracy in facial re-
cognition. After these tests, it was decided to 
implement the facial recognition algorithms 
themselves based on Eigenfaces and Fisher-
faces, as this would provide a better unders-
tanding of how they work. To do this, we re-
viewed the available literature and adjusted 
the parameters of the algorithms according to 
the requirements of the research.

The programming language used to code 
the Eigenfaces and Fisherfaces algorithms was 
Python version 3.10.9, using the JupyterLab 
development environment version 3.6.2. This 
programming language was chosen because it 
is widely used in machine learning and pat-
tern recognition.

When configuring the development envi-
ronment, some parameters were set as a seed 
for the value 42, which was selected at ran-
dom, allowing the results to be replicated in 
future experiments. The video card’s proces-
sing capacity was also used to speed up the 
processing of the images, which were impor-
ted directly from the computer used.

METHODS USED
Among the approaches used in facial recog-

nition, two classic methods stand out, Fisher-
faces and Eigenfaces, which were used in this 
research. Both are based on principal compo-
nent analysis techniques and, according to Be-
lhumeur et al. (1997), have been widely used in 
various facial recognition applications.

EIGENFACES
The Eigenfaces method is based on principal 

component analysis for facial recognition, 
capturing the main components of variation 
present in the training images, known as 
“eigenfaces”. These eigenfaces represent the 
most significant variations found in the faces 
of the training set Pentland, A. (1991).

During the training process of the Eigenfa-
ces method, the images are transformed into 
a low-dimensional space and represented as 
linear combinations of the eigenfaces. During 
the test phase, the face of a new image is pro-
jected into this subspace and compared with 
the projections of the training faces in order 
to determine the class of belonging according 
to the article by Belhumeur et al. (1997).

According to Pentland, A. (1991) the Ei-
genfaces model offers a computationally effi-
cient approach to face recognition, being able 
to deal with a large number of images and in-
dividuals. However, it can be sensitive to va-
riations in lighting and facial rotation, which 
can affect its accuracy in certain scenarios.

FISHERFACES
The Fisherfaces method, also known as 

Fisher’s Linear Discriminant, is a dimensiona-
lity reduction technique that seeks to maximi-
ze separability between different image clas-
ses. The aim of this method is to find the most 
discriminating characteristics in the subspa-
ces, with the greatest interclass variability and 
the least intraclass variability according to BE-
LHUMEUR et al. (1997).
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During the training of the Fisherfaces 
model, the images are projected onto a low-
-dimensional feature space in which the dis-
criminant information is maximized. These 
extracted features are used to classify new 
images during the testing phase. Fisherfaces 
offers a robust and efficient approach to face 
recognition and is particularly suitable for 
problems with a limited number of samples 
per class, as explained in the article by Yang 
et al. (2011).

ARCHITECTURES USED
In this facial recognition study, a set of con-

volutional neural network architectures was 
used for training and evaluating the methods. 
The architectures used were carefully selected, 
taking into account their distinct characteris-
tics and their performance in computer vision 
tasks, according to the scientific literature in 
the area. Five architectures were implemented 
in this research: ResNet-50, VGG16, VGG-19, 
DenseNet-121 and DenseNet-169.

ResNet-50, according to He et al. (2016), 
is recognized for its ability to train deep 
neural networks, overcoming the challenge 
known as performance degradation3 which 
is common when the number of layers in the 
network increases. This architecture employs 
the concept of residual connections, allowing 
information to flow more easily through the 
layers and promoting more effective learning.

The VGG16 architecture according to Si-
monyan et al. (2014) uses convolutional filters 
of reduced size (3x3) in several consecutive 
layers, followed by pooling layers. This appro-
ach allows the extraction of detailed features 
from images and results in a model suitable 
for face recognition.

VGG19, also according to Simonyan et al. 
(2014), is a variation of VGG16 that expands 
the network’s representation capacity by ad-
3. According to Smith (2018), performance degradation occurs when there is a reduction in the capacity or efficiency of a 
system in relation to a previous state or a reference system. This degradation can be caused by various factors, such as changes 
in environmental conditions, wear and tear on components or inadequate algorithms.

ding convolutional and pooling layers. With a 
larger number of parameters, VGG19 is able 
to capture more complex and subtle features 
in images. However, it is important to note 
that the increase in complexity may imply a 
longer training time.

According to Huang et al. (2017), the Den-
seNet-121 architecture has dense connections 
between the layers, which allows for a more 
direct flow of information. Each layer recei-
ves information from the previous layers, pro-
moting better communication between them. 
This improves the use of features at different 
levels of abstraction, resulting in a compact 
and efficient model.

DenseNet-169, also according to Huang et 
al. (2017), is an extension of the previous ar-
chitecture with a greater number of layers and 
the ability to learn more complex representa-
tions and capture subtle nuances in images. 
However, it is important to consider that Den-
seNet-169 may require more intensive compu-
tational resources due to its greater complexity.

MODEL TESTING AND EVALUATION
To carry out the experiments and train the 

facial recognition models, we used a compu-
ter with the following specifications: AMD 
Ryzen 5 5600X processor, 32GB of RAM with 
a frequency of 3600MHz, RTX 3070 Ti video 
card with 8GB capacity, 2TB NVME SSD sto-
rage and Windows 11 64-bit operating system.

The facial recognition models generated by 
the different methods and architectures had 
their performance evaluated in this research. 
To do this, tests were carried out on two sca-
les, small and large. The small scale involved 
25 people, with 500 images available for trai-
ning and validation, and 125 images for tes-
ting. The large scale involved 100 people, with 
2000 images for training and validation, and 
500 images for testing.
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In order to obtain scientifically relevant 
results, it was necessary to standardize the 
training data in order to provide the same test 
protocol and learning capacity for the diffe-
rent models and architectures. Thus, taking 
into account their particularities, these stan-
dards were established after studying available 
scientific material on the use of facial recog-
nition methods and carrying out an extensive 
number of previous tests, approximately 400. 
These tests took into account the diversity of 
variables, the number of components (eigen-
faces and fisherfaces), the form of standardiza-
tion, their proportion, as well as the variation 
in the number of people (10 to 500), using di-
fferent numbers of images per person.

In this way, a test pattern was established 
for all the methods and architectures used in 
this research, which comprised:

a) Training bases: After analyzing the 
results of various tests to decide the 
proportion, 80% of the images of people 
were used, as suggested in the book 
“Deep Learning” (Goodfellow, Bengio & 
Courville, 2016), which were randomly 
selected by a script developed in Python. 
These were 500 images for the small-scale 
tests and 2000 images for the large-scale 
tests. Of these, 20% of the images were 
used in a validation set, which provides 
greater reliability when training. For the 
small-scale tests, 400 images were used 
for training and 100 for validation. For 
the large-scale tests, 1600 images were 
used for training and 400 for validation; 

4. Following the definition proposed by Hastie et al. (2009) as the measure that indicates the proportion of correct classifications 
in relation to the total number of examples evaluated
5. According to Powers (2011), precision, recall and F1-score are metrics widely used in the evaluation of classification systems. 
Precision is defined as the proportion of examples correctly classified as positive in relation to the total number of examples 
classified as positive, while recall is the proportion of positive examples correctly classified in relation to the total number of 
positive examples. The F1-score is a measure that combines precision and recall into a single metric, and is calculated as the 
harmonic mean between these two measures

b) Test bases: the remaining 20% of 
the selected images were also randomly 
selected to make up the test set, using 125 
images for the small-scale tests and 500 
images for the large-scale tests.

The division of data used makes it possible 
to evaluate the performance of the models on 
different sets of training, validation and test 
data, covering both a small scale and a larger 
scale.

During the model training and evaluation 
phases, 200 training runs were carried out, 10 
of which were for each of the five architectures 
(ResNet-50, VGG16, VGG-19, DenseNet-121 
and DenseNet-169), giving a total of 50 for 
each of the methods used (eigenfaces and 
fisherfaces) and 100 for each of the scales 
(small and large). 

The models were trained using the Adam 
optimizer and a function that allowed trai-
ning to be carried out until the loss value, ba-
sed on validation, did not obtain better results 
for a period of 30 epochs. The definition of 
this measure took into account the variability 
of the architectures, with some taking longer 
than others to obtain significant results, and 
the number of epochs per training session 
was also taken into account when analyzing 
the results.

The performance of the models generated 
by the machine learning methods and archi-
tectures used in this research was analyzed 
using the accuracy metrics4 , precision, recall 
and F1-score5 . These metrics provide a com-
prehensive assessment of the facial recogni-
tion capacity of the models developed.
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APPLYING FACIAL RECOGNITION 
TO ELECTRONIC LOCKS
The research also included the develop-

ment of an application for facial recognition 
in electronic locks. To this end, a facial au-
thentication system was implemented using 
convolutional neural networks combined 
with the Eigenfaces and Fisherfaces methods, 
which were applied to reduce the dimensio-
nality of the data and improve the efficiency 
of the authentication system.

The system uses a webcam to capture 
frames in real time, detects faces in the 
frames using the OpenCV face classifier, and 
performs authentication based on the region 
of the face detected.

The convolutional neural network archi-
tectures were trained using a set of images 
containing the faces of different individuals, 
as explained earlier in this article. During trai-
ning, the model learned to extract the relevant 
characteristics for identifying and authentica-
ting individuals. 

The application pre-processes the captured 
images, resizing them to the size expected by 
the model and normalizing the pixel values to 
the range between 0 and 1. It then applies the 
trained model, along with the Eigenfaces or 
Fisherfaces methods, to predict the class cor-
responding to the face present in the region 
of interest. Subsequently, the name of the pre-
dicted class is displayed above the rectangle 
surrounding the face detected in the webcam 
frame.

The application also calculates and displays 
the average accuracy of the last ticks, which 
represents the average of the authentication 
probabilities obtained in the last frames 
processed, which provides an estimate of the 
reliability of the authentication system.

RESULTS AND DISCUSSION
This study used statistical methods 

to evaluate the models generated, which 
were carried out using IBM SPSS software 
version 21 in its demonstration version. 
The statistical analysis initially included the 
Shapiro-Wilk normality test to check whether 
the data relating to the metrics of precision, 
accuracy, F1-score and total processing time 
had a normal probability distribution or not, 
considering the significance level (α = 5% = 
0.05) and the 95% confidence interval. 

The Shapiro-Wilk normality test showed 
that the precision (p-value < 0.001), accuracy 
(p-value < 0.001), F1-score (p-value < 0.001) 
and total time (p-value < 0.001) data did not 
show a normal probability distribution, as the 
p-value was less than 0.05 (α).

Therefore, the test used to verify whether 
there is a significant difference between 
the values of precision, accuracy, F1-score 
and total processing time presented in the 
experiments carried out was the Kruskal-
Wallis non-parametric H-test. 

The Kruskal-Wallis test is a non-parametric 
test used to compare the means of three or 
more independent groups. In this study, it 
was used to compare the means of the face 
recognition architectures in relation to the 
metrics of precision, accuracy, F1-score and 
total processing time.

In the case of architectures with equal let-
ters, this means that the averages of the cor-
responding groups are statistically equal. For 
example, when we mention that the average 
accuracy of the VGG19 (LDA) architecture 
was statistically equal to the average accura-
cies of the architectures with letters a and b, 
this indicates that there is no statistically sig-
nificant difference between these architectures 
in terms of average accuracy. This comparison 
was carried out using the Kruskal-Wallis test, 
which identifies statistically significant diffe-
rences between the means of the groups.
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ANALYSIS OF SMALL-SCALE TESTS
In the analysis of the small-scale tests, the 

metrics of precision, accuracy, F1-score and 
total processing time of the DenseNet-121, 
DenseNet-169, VGG16, VGG19 and ResNet-50 
face recognition architectures were consi-
dered, using the Eigenfaces (treated as PCA) 
and Fisherfaces (treated as LDA) models; the 
number n represents the number of models 
trained for the tests.

The DenseNet-121 (LDA) and DenseNet-169 
(LDA) architectures had the highest accuracy 
averages, with values of 0.952 and 0.951, 
respectively. These averages were statistically 
equivalent, indicating consistent performance 
between the two architectures. The VGG19 
(LDA) architecture also obtained promising 
results, although it showed greater variability 
in the results shown in Table 1.

In the accuracy metric, the DenseNet-121 
(LDA) and DenseNet-169 (LDA) architectures 
also obtained the highest averages, with sta-
tistically equivalent results. Once again, the 
VGG19 (LDA) architecture showed the grea-
test variability in the results shown in Table 2.

For the F1-score metric, the DenseNet-121 
(LDA) and DenseNet-169 (LDA) architectures 
stood out with the highest averages, while the 
VGG19 (LDA) architecture showed variable 
results as shown in Table 3.

Analysis of the total processing time of 
the facial recognition architectures on the 
small scale revealed significant variations, 
with the VGG16 (PCA) and VGG19 (PCA) 
architectures having the lowest average 
processing times, with values of 14.200 
minutes and 4.447 minutes, respectively. 
However, these architectures also had a 
relatively high standard deviation, indicating 
greater variability in processing times between 
runs, as shown in Table 4.

ANALYSIS OF LARGE-SCALE TESTS
In the analysis of large-scale tests, the 

metrics of precision, accuracy, F1-score and 
total processing time of the DenseNet-121, 
DenseNet-169, VGG16, VGG19 and ResNet-50 
facial recognition architectures were also 
considered, using the eigenfaces (PCA) and 
fisherfaces (LDA) models. 

For the accuracy metric, the DenseNet-121 
(LDA), ResNet-50 (LDA) and DenseNet-169 
(LDA) architectures obtained the highest ave-
rages, with values of 0.973, 0.961 and 0.954, 
respectively. These averages were statistically 
equivalent, indicating consistent performance 
between these architectures. On the other hand, 
the VGG16 (LDA) and VGG19 (LDA) architec-
tures had significantly lower averages and grea-
ter variability in the results shown in Table 5.

When analyzing accuracy, it was 
observed that the DenseNet-121 (LDA), 
ResNet-50 (LDA) and DenseNet-169 (LDA) 
architectures also had the highest averages, 
with statistically equivalent results between 
them. The DenseNet-121 (PCA), VGG19 
(LDA) and DenseNet-169 (PCA) architectures 
had slightly lower averages, while the VGG16 
(LDA), ResNet-50 (PCA), VGG16 (PCA) and 
VGG19 (PCA) architectures had even lower 
averages, as shown in Table 6.

With regard to the F1-score metric, the 
DenseNet-121 (LDA), ResNet-50 (LDA) and 
DenseNet-169 (LDA) architectures stood out 
with the highest averages, while the VGG19 
(LDA) and VGG16 (LDA) architectures 
showed lower averages and greater variability 
in the results. The DenseNet-121 (PCA) and 
ResNet-50 (PCA) architectures also showed 
lower averages compared to the other 
architectures shown in Table 7.

Analysis of the total processing time revea-
led that the ResNet-50 (PCA), ResNet-50 (LDA), 
DenseNet-169 (LDA), DenseNet-121 (LDA), 
DenseNet-121 (PCA) and DenseNet-169 (PCA) 
architectures had relatively high average pro-
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Table 1. Statistical measures for precision in small-scale tests

Source: From the author.

Table 2. Statistical measures for accuracy in small-scale tests

Source: From the author.

Table 3 Statistical measures for F1-score in small-scale tests

Source: From the author.
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Table 4: Statistical measures for total processing time in small-scale tests

Source: From the author.

Table 5: Statistical measures for accuracy in large-scale tests

Source: From the author.

Table 6: Statistical measures for accuracy in large-scale tests

Source: From the author.
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Table 7. Statistical measures for F1-score in large-scale tests

Source: From the author.

Table 8. Statistical measures for F1-score in large-scale tests

Source: From the author.

cessing times. On the other hand, the VGG16 
(PCA) and VGG19 (PCA) architectures had the 
lowest average processing times, with values of 
19.792 minutes and 13.583 minutes, respecti-
vely. However, these architectures also showed 
a relatively high standard deviation, indicating 
greater variability in processing times between 
runs, as shown in Table 8.

The Kruskal-Wallis test showed that the 
VGG16 (LDA) and VGG19 (LDA) architec-
tures had statistically equivalent averages to 
ResNet-50, DenseNet-121 and DenseNet-169 
in terms of precision, accuracy and F1-score. 
However, the variability observed in these re-
sults suggests a sensitivity of these architectures 
to different data conditions and characteristics.

DISCUSSION OF RESULTS
Although the studies mentioned did not 

provide specific figures for metrics such as 
precision, accuracy and F1-score, it is impor-
tant to note that all the studies reported satis-
factory performance in facial recognition in 
smart locks.

In the study by Wang et al. (2016), the 
system based on the AlexNet architecture 
achieved a high hit rate in facial recognition. 
Although precise numerical values were not 
mentioned, the results indicated promising 
performance.

Li et al. (2018) carried out comparative 
analyses between the VGG16 and ResNet-50 
architectures. Although exact metric values 
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were not provided, the results showed that both 
architectures performed well, with ResNet-50 
being slightly superior in terms of accuracy.

In this research, the DenseNet-121 (LDA) 
and DenseNet-169 (LDA) architectures also 
showed consistent performance in terms of 
precision, accuracy and F1-score. Although 
we don’t have specific figures for these metrics, 
the results were considered satisfactory.

Therefore, although the studies mentioned 
did not provide specific figures, it is possible to 
conclude that they all showed promising per-
formance in facial recognition in smart locks. 
Convolutional neural network architectures, 
including AlexNet, VGG16, ResNet-50, Dense-
Net-121 and DenseNet-169, have proven effec-
tive for this purpose, offering consistent results 
in terms of precision, accuracy and F1-score.

However, it is important to consider the 
differences in the experimental configurations, 
the data sets used and the metrics evaluated, 
which may influence the results obtained. Each 
study is unique in its settings and objectives, 
and therefore a direct comparison between 
numerical results may not be possible.

In this way, the results of this research cor-
roborate the related studies mentioned above, 
highlighting the effectiveness of using convo-
lutional neural networks in facial recognition 
in smart locks. Furthermore, it is essential to 
consider that there are still challenges to be 
overcome, such as robustness to variations in 
lighting, pose and occlusions, as well as issues 
related to the privacy and security of biome-
tric data.The ongoing research mentioned at 
the end highlights the intention to contribute 
to the advancement of the field by exploring 
different convolutional neural network archi-
tectures and analyzing their performance in 
terms of accuracy, efficiency and robustness. 
This type of study is essential for continually 
improving facial recognition technologies 
applied to smart locks.

CONCLUSION
Based on the results obtained, the Dense-

Net-121 (LDA) and DenseNet-169 (LDA) ar-
chitectures showed promising performance in 
relation to the metrics of precision, accuracy 
and F1-score, both in small-scale and large-
-scale analysis. These architectures stood out 
compared to the others evaluated, indicating 
that they are good options for facial recogni-
tion in smart locks.

However, it is important to consider the 
variability observed in the VGG19 (LDA) and 
VGG16 (LDA) architectures, which showed 
more unstable results, and that this study sou-
ght to use a real database to obtain credible re-
sults in scenarios with high variability in facial 
position and lighting level. By adopting this 
approach with images of real people, the stu-
dy aimed to accurately reflect the conditions 
faced in biometric authentication based on fa-
cial recognition in real-world environments, 
with a focus on application in smart locks. 

It is important to note that this study has 
limitations, and small-scale analysis may not 
fully represent the performance of architectu-
res in large-scale scenarios. It is recommen-
ded that future studies be conducted with a 
larger number of samples and images from di-
fferent individuals to validate and strengthen 
the conclusions reached in this research.

This study can make a significant contribu-
tion to the field of facial recognition by offering 
an analysis of the methods and architectures 
contemplated for biometric authentication ba-
sed on facial recognition, particularly in the 
context of smart locks. By considering methods 
such as Eigenfaces and Fisherfaces, and different 
convolutional neural network architectures, it 
was shown that the DenseNet-121 (LDA) and 
DenseNet-169 (LDA) architectures presented a 
satisfactory balance between performance and 
stability. However, it is essential to continue 
with additional studies to investigate other re-
levant aspects and metrics, as well as carrying 
out analyses on an even larger scale.
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