





Editora chefe
Prof? Dr® Antonella Carvalho de Oliveira
Editora executiva
Natalia Oliveira
Assistente editorial
Flavia Roberta Bardo
Bibliotecaria
Janaina Ramos
Projeto grafico
Camila Alves de Cremo
Daphynny Pamplona
Gabriel Motomu Teshima 2022 by Atena Editora
Luiza Alves Batista  Copyright © Atena Editora
Natéalia Sandrini de Azevedo Copyright do texto © 2022 Os autores
Imagens da capa Copyright da edicao © 2022 Atena Editora
iStock Direitos para esta edicao cedidos a Atena
Edicdo de arte  Editora pelos autores.
Luiza Alves Batista Open access publication by Atena Editora

Todo o contetido deste livro esta licenciado sob uma Licenca de Atribuicao
@ Creative  Commons. Atribuicao-Nao-Comercial-NaoDerivativos 4.0

Internacional (CC BY-NC-ND 4.0).

0 conteudo dos artigos e seus dados em sua forma, correcao e confiabilidade sdo de responsabilidade
exclusiva dos autores, inclusive ndao representam necessariamente a posicao oficial da Atena Editora.
Permitido o download da obra e o compartilhamento desde que sejam atribuidos créditos aos autores,
mas sem a possibilidade de altera-la de nenhuma forma ou utiliza-la para fins comerciais.

Todos os manuscritos foram previamente submetidos a avaliacdo cega pelos pares, membros do
Conselho Editorial desta Editora, tendo sido aprovados para a publicagdo com base em critérios de
neutralidade e imparcialidade académica.

A Atena Editora é comprometida em garantir a integridade editorial em todas as etapas do processo
de publicacado, evitando plagio, dados ou resultados fraudulentos e impedindo que interesses
financeiros comprometam os padrdes éticos da publicacdo. SituagOes suspeitas de ma conduta
cientifica serdo investigadas sob o mais alto padrao de rigor académico e ético.

Conselho Editorial

Ciéncias Exatas e da Terra e Engenharias

Prof. Dr. Adélio Alcino Sampaio Castro Machado - Universidade do Porto

Prof? Dr® Alana Maria Cerqueira de Oliveira - Instituto Federal do Acre

Prof® Dr® Ana Grasielle Dionisio Corréa - Universidade Presbiteriana Mackenzie
Prof® Dr® Ana Paula Floréncio Aires - Universidade de Tras-os-Montes e Alto Douro
Prof. Dr. Carlos Eduardo Sanches de Andrade - Universidade Federal de Goias
Profe Dr® Carmen Lucia Voigt - Universidade Norte do Parana


https://www.edocbrasil.com.br/
http://lattes.cnpq.br/4403141053026782
http://buscatextual.cnpq.br/buscatextual/visualizacv.do;jsessionid=3F5E45BABA02C0A0194C23F07DFC8AE3.buscatextual_0
http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4138613J6
https://orcid.org/0000-0001-8138-3776
http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4276371U0
http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4257027Z4&tokenCaptchar=03AOLTBLRQwYrpUQNUiVQs5GKnu0UEeohCfS4gh6VQg4m9OCJBJGP1ipscv6rWqdQAm2ekIryWPICw4nrsj8zRvhV4KOCu_O7fKg8x16A4Q0frQhC4eXdGXjdlfaKY5_iCNOSxZdXwJf6mvSt7LxNHGYgrH3nvQ2GW02NNUnMijTh0P3XD2EKSRa6CPw-zJpSyX79my81mz0XfDpmLx1gKrLlyJOkZoxVmwZiB8Ef2UhunxkIromTYDmWKj1WB7amYH6FeKqP2g_CrxeS9rrMUCSa_TBvxDeuCGoS639pvbI96P_J6DrHpqui_qr2lwFwRESn0FURO5I0vvaS_eoBsIw0NpHkYMlacZ3AG5LBQ6dZCocE8fSPnNTEYLZ920AIxxvFsOztg4UlnlCxNtyQAlLK8yuUExFbn4w

Prof. Dr. Cleiseano Emanuel da Silva Paniagua - Instituto Federal de Educacao, Ciéncia e Tecnologia de Goias
Prof. Dr. Douglas Gongalves da Silva - Universidade Estadual do Sudoeste da Bahia

Prof. Dr. Eloi Rufato Junior - Universidade Tecnolégica Federal do Parana

Prof® Dr® Erica de Melo Azevedo - Instituto Federal do Rio de Janeiro

Prof. Dr. Fabricio Menezes Ramos - Instituto Federal do Para

Prof® Dra. Jéssica Verger Nardeli - Universidade Estadual Paulista Jilio de Mesquita Filho

Prof. Dr. Juliano Bitencourt Campos - Universidade do Extremo Sul Catarinense

Prof. Dr. Juliano Carlo Rufino de Freitas - Universidade Federal de Campina Grande

Prof® Dr® Luciana do Nascimento Mendes - Instituto Federal de Educacao, Ciéncia e Tecnologia do Rio Grande
do Norte

Prof. Dr. Marcelo Marques - Universidade Estadual de Maringa

Prof. Dr. Marco Aurélio Kistemann Junior - Universidade Federal de Juiz de Fora

Prof. Dr. Miguel Adriano Inacio - Instituto Nacional de Pesquisas Espaciais

Prof® Dr® Neiva Maria de Almeida - Universidade Federal da Paraiba

Prof® Dr® Natiéli Piovesan - Instituto Federal do Rio Grande do Norte

Prof® Dr® Priscila Tessmer Scaglioni - Universidade Federal de Pelotas

Prof. Dr. Sidney Gongalo de Lima - Universidade Federal do Piaui

Prof. Dr. Takeshy Tachizawa - Faculdade de Campo Limpo Paulista


http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4220017Y9
http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4138744E2
http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4798868A0
http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4252050Z6&tokenCaptchar=03AGdBq26OwUjfczJgpok-DhR78-_tg8mCtuc_kzOdu3fww-XkFeIGpZcxeQYR_lQjlru2zoBp9MaSwp6X-5o2KOEi_vtmcyIPkAOaR-MapG54dWG6zdfo1Am2FWOz1PLOuLmRiuW47XqJnozK7mGtmFri7W6RDjlyxm9gEHId_EG1bhArFgeqBA610tCpbHN9QsbtXAhrYqZkvRe4_gd77e_huLOm8x9zsu0tW2qJ6W6D8Y2GP66SDaz1Yh_QKnR8_TZlh9QtcC-OTeKPi3NB06bIFQNdSxHwLmb5B3ZYCiJ3k4p2cpPl6LkeIreU92cL5nLWqC2yOkPsupmW8RZR8Q0lkAleKMY9Hd3XlmAITir63s6d95SHqdoLA75owrR0nma3vrXxQgT9pkc1QvdCr5-B9vQupl7AAg
http://lattes.cnpq.br/0245575611603731
http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4463907J8
http://buscatextual.cnpq.br/buscatextual/visualizacv.do
http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4759660E9
http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4760729J2
http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4760729J2
http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4751834Y8
https://orcid.org/0000-0001-6850-3825
https://orcid.org/0000-0001-6850-3825
http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4235887A8
http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4465502U4
http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4465502U4
http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4794831E6
http://buscatextual.cnpq.br/buscatextual/visualizacv.do?id=K4425040A8

Collection: applied computer engineering 2

Diagramacao: Daphynny Pamplona
Corregao: Bruno Oliveira
Indexagdo: Amanda Kelly da Costa Veiga
Revisdo: Os autores
Organizadora: Lilian Coelho de Freitas

Dados Internacionais de Catalogagé@o na Publicagao (CIP)

C697 Collection: applied computer engineering 2 / Organizadora
Lilian Coelho de Freitas. - Ponta Grossa - PR: Atena,
2022.

Formato: PDF

Requisitos de sistema: Adobe Acrobat Reader
Modo de acesso: World Wide Web

Inclui bibliografia

ISBN 978-65-258-0044-8

DOI: https://doi.org/10.22533/at.ed. 448221603

1. Computer engineering. I. Freitas, Lilian Coelho de
(Organizadora). Il. Titulo.
CDD 621.39

Elaborado por Bibliotecaria Janaina Ramos - CRB-8/9166

Atena Editora

Ponta Grossa - Parana - Brasil
Telefone: +55 (42) 3323-5493
www.atenaeditora.com.br
contato@atenaeditora.com.br



http://www.atenaeditora.com.br/

DECLARACAO DOS AUTORES

Os autores desta obra: 1. Atestam nao possuir qualquer interesse comercial que constitua um conflito
de interesses em relacgdo ao artigo cientifico publicado; 2. Declaram que participaram ativamente da
construcao dos respectivos manuscritos, preferencialmente na: a) Concepcao do estudo, e/ou
aquisi¢ao de dados, e/ou analise e interpretacao de dados; b) Elaboragao do artigo ou revisao com
vistas a tornar o material intelectualmente relevante; c) Aprovacao final do manuscrito para
submissao.; 3. Certificam que os artigos cientificos publicados estdo completamente isentos de dados
e/ou resultados fraudulentos; 4. Confirmam a citacao e a referéncia correta de todos os dados e de
interpretacoes de dados de outras pesquisas; 5. Reconhecem terem informado todas as fontes de
financiamento recebidas para a consecucao da pesquisa; 6. Autorizam a edicao da obra, que incluem
os registros de ficha catalografica, ISBN, DOl e demais indexadores, projeto visual e criagcao de capa,
diagramacao de miolo, assim como langamento e divulgacdo da mesma conforme critérios da Atena

Editora.



DECLARAGAO DA EDITORA

A Atena Editora declara, para os devidos fins de direito, que: 1. A presente publicagao constitui apenas
transferéncia temporaria dos direitos autorais, direito sobre a publicacado, inclusive ndo constitui
responsabilidade solidaria na criacao dos manuscritos publicados, nos termos previstos na Lei sobre
direitos autorais (Lei 9610/98), no art. 184 do Cédigo Penal e no art. 927 do Cddigo Civil; 2. Autoriza
e incentiva os autores a assinarem contratos com repositorios institucionais, com fins exclusivos de
divulgagao da obra, desde que com o devido reconhecimento de autoria e edigao e sem qualquer
finalidade comercial; 3. Todos os e-book sao open access, desta forma nao os comercializa em seu
site, sites parceiros, plataformas de e-commerce, ou qualquer outro meio virtual ou fisico, portanto,
esta isenta de repasses de direitos autorais aos autores; 4. Todos os membros do conselho editorial
sdo doutores e vinculados a instituicdes de ensino superior publicas, conforme recomendacgao da
CAPES para obtenc¢ao do Qualis livro; 5. Nao cede, comercializa ou autoriza a utilizagdo dos nomes e
e-mails dos autores, bem como nenhum outro dado dos mesmos, para qualquer finalidade que nao o

escopo da divulgacao desta obra.



APRESENTACAO

A série de e-books intitulada “Collection: Applied computer engineering 2
esta organizada em 10 capitulos e apresenta diversas aplicacdes da engenharia de
computacgéo, com foco especial a aplicagcéo de inteligéncia computacional em varias areas
do conhecimento, como mercado financeiro, transporte, saude, jogos digitais, entre outros.

Dessaforma, esta colegao permitird aos leitores uma ampla visdo das potencialidades
da engenharia da computagéo e dos avancgos da pesquisa nesta area.

Os organizadores da Atena Editora agradecem aos autores, por viabilizaram a
construgéo deste trabalho, e desejam a todos, uma leitura proveitosa.

Lilian Coelho de Freitas



SUMARIO

(071 =11 1 1] N0 X5 [T 1

AVALIACAO DE TECNICAS DE APRENDIZADO DE MAQUINA APLICADAS A ANALISE
DE RISCO DE CREDITO

Jane Thais Soares de Oliveira

Rogerio Alves Santana

Honovan Paz Rocha

d ) https://doi.org/10.22533/at.ed.4482216031

(071 =11 1 1] N0 X5 2N 21

FLUXO DE CARGA LINEARIZADO - UM ESTUDO COMPARATIVO USANDO A
LINGUAGEM AMPL

Hugo Andrés Ruiz Flérez

Gloria Patricia Lopez Sepulveda

Jose Airton Azevedo dos Santos

Cristiane Lionco de Oliveira

Leandro Antonio Pasa

d ) https://doi.org/10.22533/at.ed.4482216032

(071 =11 1 1] N0 X< J0Uuu T 33

IMPLEMENTAQAQ DE REDE NEURAL CONVOLUCIONAL PARA PREDICAO DE
COVID-19 ATRAVES DE IMAGENS DE RAIO X

Erik Gabriel Cruz Sena

Honovan Paz Rocha

d ) https://doi.org/10.22533/at.ed.4482216033

(071 =11 1 1] N0 X0 ST 51

JOGOS DIGITAIS DE ENTRETENIMENTO E O ESTIMULO DA INTELIGENCIA LOGICO-
MATEMATICA DE GARDNER

Carlos Alberto Paiva

Regina Melo Silveira

d ) https://doi.org/10.22533/at.ed.4482216034

(071 =11 1 U] N0 Y- J0u T 74

RASTREAMENTO DE MOUSE PARA AVALIACAO DE EXPERIENCIA DO USUARIO EM
PORTAIS DE NOTICIAS: UM ESTUDO DE CASO

Danilo Teixeira Lima

Flavio Rafael Trindade Moura

Kennedy Edson Silva de Souza

Rita de Céassia Romeiro Paulino

Marcos Cesar da Rocha Seruffo

d ) https://doi.org/10.22533/at.ed.4482216035

(071 =11 1 1] N0 Y- J0UN o 87
ROTEAMENTO DE VEICULO GUIADO AUTONOMAMENTE PARA ARMAZENS



INTELIGENTES
Wesley Marques Lima
Honovan Paz Rocha

d.) https://doi.org/10.22533/at.ed.4482216036

07\ =11 1 1] 1o Y 200 oo 105

UTILIZANDO GAN E REDES NEURAIS ARTIFICIAIS MLP PARA SUPORTE AO
DIAGNOSTICO PRECOCE DA DOENCA DE ALZHEIMER: UM ESTUDO ACERCA DO
POTENCIAL DA EXPANSAO ARTIFICIAL DOS DADOS

Jonathan da Silva Bandeira

Renan Costa Alencar

Méuser Jorge Silva Valenca

d.) https://doi.org/10.22533/at.ed.4482216037

CAPITULO 8.....oeeeeeeeeeeeerseseseeeessessnssssssssssesssessssasssssssssssensnsasasssssssensssnsssasssssssensnns 121

UTILIZAQAO DE UM PERCEPTRON MULTIPLAS CAMADAS NA APROXIMACAO DE
FUNCOES CONTINUAS
Dhiego Loiola de Araujo

d.) https://doi.org/10.22533/at.ed.4482216038

(07 =11 1 1] W0 X JUu oo 133

COMPUTACAO EVOLUTIVA APLICADA AO MERCADO FINANCEIRO: UM SISTEMA DE
RECOMENDACAO ESTRATEGICO PARA OS USUARIOS INICIANTES
Benjamin Luiz Franklin

d.) https://doi.org/10.22533/at.ed.4482216039

CAPITULO 10.ueeeceeeeeeeeerseseseeeeeeesssssasssssssesesessssasssssasssssesensasasssssssensssnsasassssssesssns 147

ESTUDO DA REPRQVAQAO NO CURSO DE SISTEMAS DE INFORMACAO DA
UNIMONTES NO PERIODO DE 2014-1 A 2019-2

Marilée Patta

Reginaldo Morais de Macedo

d ' https:/doi.org/10.22533/at.ed.44822160310
SOBRE A ORGANIZADORA.......cuoeieeereeeeeeeeseessssssssssasesessssssssssssssasasasasasessssssssessssses 161
INDICE REMISSIVO.....eoeceeeeeeeeeeseseseseeessssesasasassssssssssnsnsasasassssssssssnsasasasasssssensnsasases 162




CAPITULO 7

UTILIZANDO GAN E REDES NEURAIS ARTIFICIAIS
MLP PARA SUPORTE AO DIAGNOSTICO PRECOCE DA
DOENCA DE ALZHEIMER: UM ESTUDO ACERCA DO
POTENCIAL DA EXPANSAO ARTIFICIAL DOS DADOS

Data de aceite: 01/03/2022
Data de submissédo: 10/01/2022

Jonathan da Silva Bandeira

Universidade de Pernambuco (UPE) — Escola
Politécnica de Pernambuco (POLI)

Recife — PE
https://orcid.org/0000-0003-1693-2091

Renan Costa Alencar

Universidade de Pernambuco (UPE) — Escola
Politécnica de Pernambuco (POLI)

Recife — PE
https://orcid.org/0000-0003-0028-558X

Méuser Jorge Silva Valenca

Universidade de Pernambuco (UPE) — Escola
Politécnica de Pernambuco (POLI)

Recife — PE
http://lattes.cnpq.br/9742028115892992

RESUMO: Aexpectativa de vida da populagao dos
paises mais desenvolvidos cresce a cada dia e,
consequentemente, h4 um aumento de diversas
doencas relacionadas ao envelhecimento. No
Brasil, pouco mais de 1,1 milhdo de pessoas tém
Doenca de Alzheimer (DA). Em 2019, de acordo
com a Organizagdo Mundial da Saude (OMS), a
Doencga de Alzheimer e outras deméncias eram
a terceira principal causa de mortalidade nas
Américas e na Europa. Apesar de ser uma doenca
degenerativa e irreversivel, se diagnosticada
precocemente, os tratamentos podem ser
realizados a fim de retardar a progressao dos
sintomas e garantir uma melhor qualidade de vida
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ao paciente. A maioria dos artigos que estudam
solugbes de Inteligéncia Computacional para
apoiar o diagnoéstico seguem uma abordagem
baseada em evidéncias de neuroimagem. Além
disso, outra abordagem que vem ganhando
destaque é a andlise biomolecular. Seguindo
essa abordagem, Ray et al., Ravetti & Moscato
e Dantas & Valenca realizaram estudos com
classificadores com base na area estatistica ou
na Inteligéncia Computacional para subsidiar
o diagnostico precoce da doenca. O trabalho
foi realizado a partir de um conjunto de dados
com valores de 120 proteinas sanguineas.
Com isso, eles conseguiram classificar se o
paciente poderia ou ndo ser diagnosticado com
DA. Este trabalho visou utilizar uma abordagem
tradicional com uma proposta de modelo de
Rede Neural Artificial Multilayer Perceptron
(MLP) para realizar o diagnostico precoce de um
paciente com ou sem DA e também comparar
os resultados obtidos com os resultados dos
trabalhos relacionados citados. Além disso, este
trabalho teve como objetivo principal avaliar
0 potencial da utilizacdo de dados sintéticos
gerados por meio de uma Generative Adversarial
Network (GAN) no treinamento e testes do
modelo de classificagdo proposto. O modelo
proposto de MLP apresentou como resultados
taxas médias de 94% de acuracia, 100% de
sensibilidade e 87% de especificidade. Esses
resultados mostraram a grande capacidade do
modelo, especialmente em reconhecer a classe
enferma. Quanto aos dados sintéticos gerados,
estes demonstraram potencial na otimizagéo
do desempenho do modelo original através da
expansao artificial de dados.
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PALAVRAS-CHAVE: Doenca de Alzheimer, Multilayer Perceptron, Redes Neurais Artificiais,
Generative Adversarial Networks, Data Augmentation.

USING GAN AND MLP ARTIFICIAL NEURAL NETWORKS TO SUPPORT EARLY
DIAGNOSIS OF ALZHEIMER'’S DISEASE: A STUDY ON THE POTENTIAL OF
ARTIFICIAL DATA EXPANSION

ABSTRACT: The life expectancy of the population in the most developed countries is growing
every day and, consequently, there is an increase in various age-related diseases. In Brazil,
just over 1.1 million people have Alzheimer’s disease (AD). In 2019, according to the World
Health Organization, Alzheimer’s disease and other dementias were the third leading cause of
mortality in the Americas and Europe. Despite being a degenerative and irreversible disease,
if diagnosed early, treatments can be performed to slow the progression of symptoms and
ensure a better quality of life for the patient. Most papers that study Computational Intelligence
solutions to support diagnosis follow an approach based on neuroimaging evidence. In
addition to this, another approach that has been gaining prominence is biomolecular analysis.
Following this approach, Ray et al., Ravetti & Moscato and Dantas & Valenga performed
studies with classifiers based on the statistical area or on Computational Intelligence to support
the early diagnosis of the disease. The work was carried out from a data set with values of 120
blood proteins. With this, they were able to classify whether the patient could be diagnosed
with AD. This work aimed to use a traditional approach with a proposed Multilayer Perceptron
Artificial Neural Network model to perform the early diagnosis of a patient with or without AD
and compare the results obtained with the results of the related works mentioned. In addition,
this work had, as its main objective, the evaluation of potential use of synthetic data generated
through a Generative Adversarial Network (GAN) in the training and testing of the proposed
classification model. The proposed MLP model presented mean rates of 94% accuracy, 100%
sensitivity and 87% specificity. These results showed the remarkable capacity of the model,
especially in recognizing the sick class. As for the synthetic data generated, these showed
potential in optimizing the performance of the original model through artificial data expansion.
KEYWORDS: Alzheimer’s disease, Multilayer Perceptron, Artificial Neural Networks,
Generative Adversarial Networks, Data Augmentation.

11 INTRODUCTION

In the last decades, life expectancy has increased. Because of this, more challenges
for the elderly part of the population arise (LIMA, 2018). One of the main concerns is the
development of Chronic Non-Communicable Diseases (NCDs) in older adults. Among these
stands out dementias such as Alzheimer’s disease (AD). AD is a disease that already affects
more than 47 million worldwide (APOLINARIO et al., 2011).

Dementia declines an individual’s cognitive functions, which directly affect their
behavior and quality of life. Dementias can be reversible or irreversible. Irreversible
dementias can also be degenerative and progressive, which get worse over time (GALLUCCI;
TAMELINI; FORLENZA, 2005) . In this field, we can highlight a range of conditions from a
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mild impairment, such as Mild Cognitive Impairment (MCI), to diagnoses of severe dementia
conditions such as Alzheimer’s Disease, discovered in 1907 by Alois Alzheimer’s.

Alzheimer’s Disease is a progressive neurodegenerative disorder that causes
irreversible damage to an individual’s brain, deteriorating their cognitive capacity and
memory (the ability to recall old information or learn new information) and compromising
their daily routine and behavior. AD is currently the form of degenerative dementia with the
highest incidence globally, affecting mainly the elderly over 65 years of age in its late or
senile manifestation. Despite this, it can also rarely affect young people at an early age.

According to the Brazilian Medical Association and the National Supplementary
Health Agency, the worldwide prevalence of dementia becomes higher as age increases.
In their last update, the following statistics were presented: 1.2% between 65 and 69 years
old; 38.7% from 70 to 74 years old; 7.9% from 75 to 79 years old; 16.4% between 80 and 84
years old; 24.6% from 85 to 89 years old; 39.9% from 90 to 94 years old; 54.8% from 95
years onwards (APOLINARIO et al., 2011).

Considering the Brazilian elderly population of approximately 15 million people and
the incidence of dementia in Brazil, it is estimated that the scope of dementia in the country
reaches a value of approximately 1.1 million individuals (CONITEC, 2017).

As stated by the American Alzheimer’s Association, the situation is even more
alarming in other countries, such as the USA. In 2016, estimates were of 5.4 million
individuals with AD, 11% of whom were aged 65 and over 32% of those aged 85 and over
(ALZHEIMER'’S ASSOCIATION, 2016). Projections made this year for the figures in 2050
stated that 51% of the population over 65 years old would be affected by the disease. Also,
around 7 million people over the age of 85 will be affected (ALZHEIMER’S ASSOCIATION,
2016).

Along with the World Health Organization, in the last two decades, between 2000
and 2019, Alzheimer’s disease and other forms of dementia ranked the top ten diseases
responsible for global mortality (WORLD HEALTH ORGANIZATION, 2020). In this ranking,
AD and other dementias appeared as the third leading cause of mortality in the Americas
and Europe, in the survey concluded in 2019 (WORLD HEALTH ORGANIZATION, 2020).

It is important to emphasize that, like other chronic diseases, although irreversible,
AD can be controlled if diagnosed in its initial phase. This early diagnosis is crucial to delay
degenerative progress and guarantee a better quality of life for the patient (APOLINARIO
etal., 2011).

At present, the set of solutions with Computational Intelligence as support for
diagnosis is based on three approaches: cognitive tests, neuroimaging evidence, and
biomolecular tests.

The first approach is based on exams such as the Mini-Mental State Examination
and has as its main positive point the most straightforward data to understand from
questionnaires (APOLINARIO et al., 2011).
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Neuroimaging is considered the current state-of-the-art of the three approaches and
is based on evidence and imaging exams, such as CT scans, PET scans, and MRIs. The
accuracy of the data that forms the basis used in the training of Machine Learning models
is high. This high accuracy is due to the images of cerebral autopsies, in the post-mortem
period of each patient, provide higher values of sensitivity and specificity. Papers that use
this approach are the most common in the scientific community (SILVA et al., 2019).

Definitively, biomolecular analysis is an approach that has gained notoriety in the
last two years due to new evidence on the pathophysiology of the disease according to
Dalmagro et al. (2020). The great discoveries in this area, such as a new high-precision and
low-cost blood test capable of detecting the development of AD up to twenty years earlier
(PALMQVIST et al., 2020); and, more recently, advances in the studies of a vaccine have
been capable of preventing the development of the disease (DAVTYAN et al., 2019). This
approach focuses on studying genetic, molecular, protein characteristics and other features
present in blood plasma and are measured by laboratory tests (RAY et al., 2007).

Following the last approach mentioned, Ray et al. (2007) developed a study using
a dataset of 259 patients containing the concentration levels of 120 proteins contained in
the blood plasma samples of these patients. Of these samples, 222 comprise samples of
diagnoses of Alzheimer’s Disease, Mild Cognitive Impairment, other dementias, and cases
without dementia. This work concluded that a signature resulting from the combination of
18 proteins out of 120 allowed the early diagnosis of AD. Using the PAM technique for
classification, an accuracy rate of 89% was shown. Also, 90% of correct answers were
obtained in positive cases (recall), and 88% of correct answers in negative cases (specificity)
in the test set of AD.

Using the same dataset cataloged by Ray et al., Ravetti & Moscato (2008) used
classification algorithms available in the Weka software and obtained an average accuracy
rate of 93%. 96% of correctness were achieved in positive cases (recall), and 90% of
correctness in negative cases (specificity) for the tests set of AD. This paper considered a
better combination of 5 proteins.

In Dantas & Valencga (2013), another study that used the same database, used a
Reservoir Computing (RC) framework, and obtained, on average, 94.34% accuracy for the
tests set of AD. It considered the same combination of 5 proteins that were used by Ravetti
& Moscato.

To select a set of proteins, Ray et al. (2007) and Ravetti & Moscato (2008) used the
already cited PAM tool to extract characteristics. The selection made by Ravetti & Moscato
resulted in a subset of the selection already performed by Ray et al. (2007). On the other
hand, Dantas & Valenca (2013), used the Random Forests technique with information gain
analysis (based on entropy) to find the selection, which coincided with the selection of 5
proteins by Ravetti & Moscato. This work used this same selection of 5 proteins to carry out
the experiments.
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The present work used an Atrtificial Neural Network (RNA) Multilayer Perceptron
(MLP) model in the same 5-protein signature used by the two most recent works cited.
The performance was compared with works in the literature and classifiers in their default
settings, coming from the SciKit-Learn library written in Python. After that, a Generative
Adversarial Network model was used to generate 10,000 synthetic samples for testing in
two scenarios: training on real samples with testing on synthetic samples, and training on

synthetic samples with testing on real samples.

2|1 MACHINE LEARNING TECHNIQUES
A. SciKit-Learn library algorithms

Python language was used to implement and import necessary machine learning
algorithms. The following algorithms were used from the SciKit-Learn library (GRISEL et al.,
S.1.): Random Forest, Naive Bayes, K-Nearest Neighbors, and Support Vector Machines.
For all of these, the configuration used was the standard provided by the library. The
proposed classification model was a Multi-Layer Perceptron Neural Network, based on the
sequential model provided by Python’s Keras API (CHOLLET, S.1.).

B. Artificial Neural Networks

Artificial Neural Networks (ANN) are computational models inspired by the biological
central nervous system, particularly brain neurons, capable of machine learning and pattern
recognition. Another way to define this technology is to state that an ANN is a function
approximator. The primary purpose of an ANN is to simulate the connectionist behavior
of a chain of neurons so it can learn from the environment and improve its performance
(VALENGA, 2009).

Computationally, the objective of an ANN is to reduce forecasting errors by minimizing
a given function, called a cost function. The term cost function is used to determine the
forecasting errors of the output neurons over a cycle or time. The calculation performed for
a single example is called a loss function (HAYKIN, 2001).

A training procedure is carried out for the loss function. An iterative adjustment
process is applied to the weights of connections (synapses) between neurons within an
ANN (VALENCA, 2009). When a neural network can generalize a solution to a specific class
of problems, it is said that there was learning (VALENGCA, 2009).

The learning process of an ANN is verified by changing the weights. The initial
weights, usually generated at random, are modified iteratively by a training algorithm that
follows one of the following paradigms (HAYKIN, 2001):

+ Supervised Learning: a training set is presented, consisting of the inputs and
desired corresponding outputs.

* Reinforcement Learning: for each input presented, an indication (reinforcement)
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about the adequacy of the corresponding outputs produced by the network is produced.

+ Unsupervised Learning: the network has its weights adjusted without the use of
desired input-output pairs nor indications about the adequacy of its corresponding outputs
produced by the network.

To design and set an ANN, we must know some characteristics like the neuron
features, the network topology, and the training rules. A well-designed and configured ANN
brings in addition to learning some other benefits, such as high power of generalization,
flexibility, fault tolerance, self-organization, and parallel information processing (HAYKIN,
2001).

In practice, ANN can be applied to solve problems of function approximation,
classification, pattern recognition, and time-series prediction (HAYKIN, 2001).

Multilayer Perceptron is part of an ANN’s class architectures known as feedforward,
whose neurons are grouped in layers. The signals travel through the network in a single
direction, from input to output, and neurons in the same layer are not interconnected
(HAYKIN, 2001). The backpropagation algorithm is usually used to train an MLP model
(VALENGCA, 2009). Fig. 1 shows the architecture of an MLP neural network.

Fig. 1. Multilayer Perceptron Neural Network architecture

C. Generative Adversarial Networks

The second proposed technique was GAN, a framework that represents a new class
of machine learning models. This framework was developed by Goodfellow et al. (2014),
which consists of two Atrtificial Neural Networks competing against each other in a sort of
game.

In this game, one of the neural networks assumes the role of the generator while the
other has the function of discriminator (GOODFELLOW et al., 2014). The generator G is
based on a given training set of real data, and with the addition of noise, it learns to produce
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new data like the real ones and with the same statistics as the original ones (GOODFELLOW
et al., 2014). The new data generated is called synthetic data. The discriminator D, in turn,
tries to distinguish real from synthetic instances. Fig. 2 shows the organizational structure
of a GAN.

Fig. 2. GAN model architecture.

Competitive learning is possible through the loss rule defined for this process and the
way neural networks are trained in the framework. The loss rule involves maximizing and
minimizing two logarithmic functions, given by (1) (GOODFELLOW et al., 2014).

(@)

In, is the generator loss minimization given only
by the second term of the equation, while is the discriminator loss maximization given by
all the equation. The term is where the maximum and minimum functions
apply, which can be described as the loss vector of the GAN model, where D corresponds
to the discriminating model and G is the generating model.

The discriminator D tries to maximize both functions and maintain good
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performance to identify the real data as true and identify the synthetic data as false
(HAYKIN, 2001). On the other hand, the generator G tries to minimize the second
function, generating data increasingly like the real ones, to reduce the performance
of the discriminator in both situations (real and synthetic data) (GOODFELLOW et al.,
2014). That way, the discriminator will not be able to specify what is real or fake.

In the first log loss function, given by , we can highlight the
discriminator applied to real data and distributions(x~Pdata(x)) in the form D(x), where E is
the loss value calculated in

In the calculation of the loss by the second equation, given by

, the discriminator is applied to the synthetic data and
distributions generated in the form D(G(z)), where G(z) is the data generated by the
generator G and (z~Pz(z)) is the real data and distributions imbued with noise.

Both functions of the equation are complementary, so the second loss function (E)
is calculated by the function .Thus, while the first function is D(a), the
second is (1 — D(a)). In the first function, this argument “a” is the real data x, and in the
second, the generated data G(z).

31 MATERIALS AND METHODS
A. Dataset

The database used in the development of this work was the same developed by Ray
et al. (2007) in their publication. It contains the values of 120 proteins found by analyzing
blood samples from 222 patients diagnosed with AD, MCI, other dementias, or no dementia.
The base’s goal is to classify whether a patient can be diagnosed positively or negatively
concerning Alzheimer’s Disease (AD or NAD, respectively).

Initially, Ray et al. (2007) subdivided the dataset into three sets. The first one contained
83 blood samples with values of 120 proteins. The second set contained information from 92
patients diagnosed with or without AD. On the other hand, the third contained 47 samples
from patients diagnosed with MCI that progressed over time to AD or other dementias or
maintained the final diagnosis of MCI after a few years.

In this analysis, only the training sets and AD tests were considered. Diagnoses
related to other dementias were also excluded, having been worked on instead of 92
instances of tests, only 81 instances. It contains only the cases of patients with AD or
without dementias. Table | shows which of the 120 proteins were contained in the signatures
defined by Ravetti & Moscato (2008) and Dantas & Valenca (2013), also used in this work.
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Number of proteins in signature Proteins
5 IL-1a, IL-3, EGF, TNF-a and G-CSF
Table I. Description of the protein signature used.

Three datasets were used in this work:
I. A dataset with 83 samples used for training the classifiers in the first and second
experiments;

Il. A dataset with 81 samples used for tests, i.e., performance evaluation of the
classifiers in the first and second experiments;

Ill. A synthetic dataset generated by GAN with 10,000 samples used for both training
and testing in the second experiment.

The input data have been normalized, i.e., transformed to be contained in a single
numerical range in these datasets. This normalization is essential, considering that the
different variations of each feature could skew the training and cause a loss in the ability to
generalize the models.

The input data were normalized using the MinMaxScaler function of the SciKit-Learn
library. The range used as the default, between 0 and 1. The cited function uses the formula
given by (2):

()

Equation corresponds to the new value of a given instance of a
characteristic after normalization. The value is the highest value among all instances
of a given characteristic. The value is the smallest value among all instances of a
given characteristic. Finally, the value of x corresponds to the original value of a given
instance of a characteristic before it was normalized.

The labels were transformed into numerical information, assuming the values 0
(zero) for positive class and 1 (one) for negative class.

In the original dataset (RAY et al., 2007), a significant number of outliers were
identified within all sets. Because of the division carried out by Ray et al. (2007), outliers
were equally distributed in both sets of training and testing, and this gives the idea that the
instances are equally representative. However, using a smaller fraction of data for testing
or when using a more significant number of instances in training, it is possible to notice that
these outliers are primarily found in instances of positive cases. These outliers can be seen
in the synthetic data generated. In practice, this means that instances of negative cases are
more representative than the other ones.
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B. EXPERIMENTS

We chose to use an MLP as it is the simplest ANN model capable of solving this
classification problem. As the problem is not linearly separable, elementary models are not
viable.

More robust models using deeper architectures (Deep Learning) were not tested due
to their high computational cost. It is necessary to verify whether the gain in this operation
is worth, that is, if the cost x benefit of these models would be better than those of using an
MLP.

Regarding the use of recurrent ANN models, this study has already been carried out
in Dantas & Valenga (2013). It has already been proved that the cost x benefit of using a
recurrent model is lower than using an MLP.

Thus, in this study, we chose to use an MLP model with a good proved cost-benefit to
solve this problem and to seek performance improvements through tests with artificial data
expansion using GAN models for this purpose.

As already described, the classification models from the SciKit-Learn library had
their default settings maintained. The MLP model, based on a sequential Keras APl model,

presented configurations as shown in Table Il.

Parameters Value c:Jngar;a:)n;z:ers for
Number of neurons in the input layer 5
Number of hidden layers 2
Number of neurons in the first hidden layer 120
Number of neurons in the second hidden layer 60
Number of neurons in the output layer 1
Activation function on hidden layers RelLU
Activation function in the output layer Sigmoid
Optimizer Adam

Learning rate = 0.0002;
Optimizer parameters beta geiaoigzg;.ijpsilon _
0.0000001.

Cost function Binary cross entropy
Epochs 100
Batch size 10

Table Il. MLP Model Configuration.
The GAN model was also implemented using the Keras library and had its

configuration performed as shown in Tables Il and IV. Table Ill refers to the Generator
model, and Table IV is referring to the Discriminator model. The GAN model was trained
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using all 164 considered AD (83 training instances and 81 test instances).

Parameter values for | Parameter values | Parameter values
Parameters layers in common for | for the categorical | for the numerical
both branches generation branch | generation branch
Number of hidden
2
layers 2 2
Number of neurons in 8
the first hidden layer 32 64
Number of neurons
in the second hidden 16 64 120
layer
Activation function
on hidden layers LeakyReLU LeakyRelLU LeakyRelLU
Number of neurons in )
the output layer 2 120
Activation function in }
the output layer Softmax Softmax
Latent dimension 80 - -
BatchNormalization BatchNormalization | BatchNormalization
Other layers (momentum = 0.8) (momentum = 0.8) (momentum = 0.8)

Table Ill. GAN Generator Configuration.

e
Number of neurons in the input layer 15;Jggearggt;lgngre;gze\?a?ucég?l
Number of hidden layers 5
Number of neurons in the first hidden layer 128
Number of neurons in the second hidden 64
layer
Number of neurons in the third hidden layer 32
Number of neurons in the fourth hidden layer 16
Number of neurons in the fifth hidden layer 8
Number of neurons in the output layer 1
Activation function on hidden layers LeakyReLU
Activation function in the output layer Sigmoid
Optimizer Adam
Learning rate = 0.0002;
Optimizer parameters beta tg’eiao?g;g?; zp silon =
0.0000001.
Cost function Binary cross entropy

Table IV. GAN Discriminator Configuration.
The first experiment involved training and testing all classifiers with only the original
database sets with the selection of 5 proteins. The second experiment, on the other hand,

Collection Applied computer engineering 2 Capitulo 7 “



also used the generated synthetic database. In the end, the performances of the other
classifiers were compared with the model proposed in both simulations. Finally, the result of
this work is compared to the other related works cited.

For each algorithm, a seed was defined to guarantee the reproducibility of the results.
For some algorithms from the SciKit-Learn library (Random Forest and SVM), the random_
state variables of these algorithms were used. This variable was defined as 0 (zero). For
the Keras MLP model, NumPy.random.seed and TensorFlow.random.set the seed were
imported. Both were assigned the value 7 (seven).

Only the performances of the test set were considered to compare models. The
comparison considered the accuracy metrics to ascertain the overall performance of each
model: first the sensitivity, to measure the performance of each model in terms of predicting
the positive class; and then, the specificity, aiming to measure the performance of each
model regarding the negative class prediction.

The percentages shown in the comparative results tables of the models’ performances
are the average values resulting from thirty runs in different resampling of the test set.

When comparing this work with related works, the comparison methodology is
similar, and the percentages also correspond to the average of the results in the test set.

41 RESULTS

After the execution of the first experiments, the results presented in Table V were
obtained.

Techniques Accuracy Recall Specificity
K-NN 90% 100% 79%
Naive Bayes 81% 98% 64%
SVM 88% 100% 74%
Random Forest 81% 98% 64%
MLPn(&rgg;)sed 94% 100% 87%

Table V. Comparison between results of the proposed model and the
other classifiers.

The MLP Neural network presented the most balanced results, considering all

metrics, in the first experiment. Finally, Table VI shows that the proposed model results were

similar to the results of all related works cited, emphasizing the sensitivity rate of the model.

Collection Applied computer engineering 2 Capitulo 7 “



Works Accuracy Recall Specificity
Ray et al. (2007) 89% 90% 88%
Ravetti & Moscato 93%

(2008) 96% 90%
?Z%r;t:;el)s & Valenca 94.34% - -

This work 94% 100% 87%

Table VI. Comparison between the performances of the model of the
present work with the related works.

For the second experiment, Tables VIl and VIII present the results obtained
considering the training performed on synthetic data with tests on synthetic data and tests
on real data. Table IX shows the results from training with the real data set and the test on
a synthetic dataset.

Techniques Accuracy Recall Specificity
K-NN 87% 92% 80%
Naive Bayes 80% 86% 72%
SVM 88% 93% 81%
Random Forest 88% 91% 82%
MLP (proposed model) 87% 91% 82%

Table VII. Performance results of trained and tested classifiers
using synthetic dataset.

Techniques Accuracy Recall Specificity
K-NN 86% 86% 87%
Naive Bayes 83% 69% 97%
SVM 83% 71% 95%
Random Forest 83% 81% 85%
MLP (proposed 84%
model) 74% 95%

Table VIII. Performance results of classifiers trained on synthetic
dataset and tested on real dataset.
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Techniques Accuracy Recall Specificity
K-NN 75% 95% 48%
Naive Bayes 75% 94% 48%
SVM 76% 95% 49%
Random Forest 72% 94% 40%
mee e(l';'°p°5ed 78% 90% 62%

TABLE IX. Performance results of classifiers trained on real dataset and tested on
synthetic dataset.

In the first case, it is possible to observe that the synthetic data has a similar
distribution to the real data since the training and tests in real data present a behavior
similar to the training and tests in synthetic data. Here, two subsets of 5,000 samples each
out of a total of 10,000 samples were used.

The second case comprises training on real data, and tests on synthetic data impact
the recognition of negative cases. Thanks to how the data was partitioned in the real training
set, the outliers present in the real set make the model classify instances of healthy patients
as positive AD cases.

In the third and last case of this experiment, the training was carried out with a subset
of 5000 synthetic data and then test the real data set for tests. In this case, the opposite
of the second case occurred. Here, the hit rate for negative cases was higher than the
hit rate for positive cases. This variation was because samples from healthy patients are
more representative than the other ones. Since the model was trained in a more significant
number of samples, with greater access to samples in this class, this made it recognize
more instances of this class to the detriment of the positive class instances.

51 CONCLUSIONS

Alzheimer’s disease is currently one of the three most significant causes of mortality
globally due to its complications. This pathology is becoming more and more presentin society
as the population’s longevity increases. The disease is a progressive neurodegenerative
disorder that is irreversible. Although there is still no cure, existing treatments can provide
higher quality and life expectancy for patients diagnosed early, whether pharmacological or
behavioral.

In this way, this work aimed to verify the impacts and future potentials arising from
synthetic data in improving the performance of the more traditional classifiers for this
problem. We also sought to investigate the potential of the proposed model concerning
other classifiers and related works.

The proposed model showed results like those presented in the related works,
emphasizing its ability to predict positive cases.
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Furthermore, synthetic data has shown excellent potential in optimizing the model’s
performance with the combination of real data and synthetic data. This potential would
enable greater capacity to generalize the model and improve the training of an ANN model,
which generally requires a significant amount of data.

In the more practical scope of applications, we can highlight the potential to prove that
GAN models can be useful even in the expansion of highly sensitive data (such as health
data), i.e., it has wide applicability during data expansion for the development of critical
systems. Moreover, it is crucial to mention the possibility of developing a specialist system
to aid in the early medical diagnosis of neurodegenerative diseases such as Alzheimer’s
disease. This specialist system would be based on models presented in this work and the
approach designed by Ray et al. (2007).

To guarantee the reliability of the similarity of the generated data, it would be
interesting, as a proposal for future work, to generate the data with a Conditional Generative
Adversarial Network (CGAN) model (MIRZA & OSINDERO, 2014), as these are based on a
given condition to perform the sample generation. The condition used could be the sample
labels, assuring that the data generated would be more faithful to the proposed labels.

Another proposal for relevant future work would be to treat the outliers of the dataset,
which could certainly add to improvements in the performance of the models.
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