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RESUMO: Este artigo apresenta uma analise evolutiva da inteligéncia artificial
(IA), examinando sua trajetdria desde os paradigmas classicos, fundamentados
em sistemas simbdlicos, regras |égicas e modelos deterministicos, até o advento
contemporaneo das redes neurais profundas e dos modelos generativos. Inicialmente,
discute-se a IA cldssica sob a perspectiva historica e conceitual, destacando suas
contribuic¢oes, limitacdes computacionais e dependéncia de conhecimento
explicitamente formalizado. Em seguida, analisa-se a transicdo para abordagens
estatisticas e conexionistas, impulsionadas pelo aumento do poder computacional,
pela disponibilidade massiva de dados e pelo desenvolvimento de algoritmos de
aprendizado profundo. O estudo enfatiza a emergéncia da inteligéncia artificial
generativa como um novo paradigma, caracterizado pela capacidade de produzir
conteudo originais textos, imagens, cédigos e simulacdes a partir de modelos
probabilisticos treinados em larga escala. Além dos avancos tecnoldgicos, sdo
discutidos os impactos sociais, educacionais e profissionais decorrentes dessa
transformacdo, bem como os desafios éticos, regulatdrios e epistemoldgicos
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associados a autonomia crescente desses sistemas. Por fim, o artigo aponta dire¢bes
para pesquisas futuras, destacando a necessidade de abordagens interdisciplinares
que conciliem inovagdo tecnoldgica, responsabilidade ética e uso critico da inteligéncia
artificial em diferentes contextos.

PALAVRAS-CHAVE: Inteligéncia Artificial, Inteligéncia Artificial Classica, Aprendizado
Profundo, Inteligéncia Artificial Generativa, Etica e Regulacio da Inteligéncia Artificial

FROM CLASSICAL ARTIFICIAL INTELLIGENCE
TO GENERATIVE ARTIFICIAL INTELLIGENCE:
AN EVOLUTIONARY ANALYSIS

ABSTRACT: This article presents an evolutionary analysis of Artificial Intelligence
(Al), examining its trajectory from classical paradigms grounded in symbolic systems,
logical rules, and deterministic models to the contemporary emergence of deep
neural networks and generative models. Initially, classical Al is discussed from a
historical and conceptual perspective, highlighting its contributions, computational
limitations, and reliance on explicitly formalized knowledge. Subsequently, the
transition toward statistical and connectionist approaches is analysed, driven by
increases in computational power, the large-scale availability of data, and the
development of deep learning algorithms. The study emphasizes the emergence
of generative artificial intelligence as a new paradigm, characterized by the ability
to produce original content such as texts, images, code, and simulations based on
large-scale probabilistic models. Beyond technological advances, the paper discusses
the social, educational, and professional impacts resulting from this transformation,
as well as the ethical, regulatory, and epistemological challenges associated with
the growing autonomy of these systems. Finally, the article outlines directions for
future research, highlighting the need for interdisciplinary approaches that reconcile
technological innovation, ethical responsibility, and the critical use of artificial
intelligence across different contexts.

KEYWORDS: Artificial Intelligence, Classical Artificial Intelligence, Deep Learning,
Generative Artificial Intelligence, Ethics and Regulation of Artificial Intelligence

INTRODUCAO

AlInteligéncia Artificial (IA), enquanto campo de estudo, percorreu um caminho
notdvel, evoluindo de sistemas que rigidamente seguiam légicas predefinidas para
entidades capazes de gerar textos, imagens e solu¢des com um grau surpreendente
de originalidade. Essa jornada representa mais do que um avanco técnico; é uma
redefinicdo fundamental da relacdo entre humano e maquina no dominio da
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cognicao e da criatividade. Inicialmente fundamentada na hipdtese de que “todo
aspecto da aprendizagem ou qualquer outra caracteristica da inteligéncia pode,
em principio, ser descrito com tanta precisdo que se pode fazer uma maquina para
simuld-lo” (MINSKY, 1969, p. v), a IA buscou, por décadas, capturar a inteligéncia
via representacdo simbdlica explicita. Contudo, o paradigma contemporaneo se
apoia em uma abordagem radicalmente distinta, baseada em dados e correlacdes
estatisticas em larga escala. Como observam Goodfellow, Bengio e Courville (2016), "o
aprendizado profundo permite que o computador construcdo de conceitos complexos
a partir de conceitos mais simples”, um processo que acontece de forma distribuida
e muitas vezes ndo interpretavel, diferindo profundamente da transparéncia ldgica
buscada pelos pioneiros. Este artigo visa mapear essa trajetéria evolutiva, explorando
as fundamentacdes da IA cldssica, a revolucdo do deep learning e o advento dos
modelos generativos, refletindo sobre seus resultados e implicagoes.

Alnteligéncia Artificial (IA) constitui um campo de pesquisa interdisciplinar cuja
evolucdo histdrica reflete mudancas significativas nos paradigmas de modelagem
da cognicdo e do aprendizado computacional. Desde suas origens, associadas a
sistemas formais baseados em légica simbdlica e regras explicitamente definidas,
até o estdgio atual, caracterizado por modelos estatisticos de grande escala capazes
de gerar textos, imagens e outros artefatos digitais, a IA passou por transformagdes
metodoldgicas que alteraram substancialmente seus pressupostos tedricos e suas
aplicagdes.

Nos primeiros desenvolvimentos da drea, predominou a concepcao de que
processos cognitivos poderiam ser representados por meio de estruturas simbdlicas
manipulaveis computacionalmente. Essa perspectiva fundamenta-se na hipdtese de
que aspectos da inteligéncia humana poderiam ser descritos de forma suficientemente
precisa para permitir sua simulagdo por maquinas (MINSKY, 1969). A partir desse
pressuposto, consolidaram-se abordagens como sistemas especialistas, motores de
inferéncia ldgica e bases de conhecimento, que obtiveram resultados em dominios
bem delimitados, mas apresentaram limitacdes relacionadas a escalabilidade, a
adaptacgdo a novos contextos e a dependéncia de conhecimento previamente
formalizado (RUSSELL; NORVIG, 2021).

A partir do final do século XX, observa-se uma transicdo progressiva para
abordagens estatisticas e conexionistas, impulsionada pelo aumento da capacidade
computacional, pela ampliacdo do acesso a grandes volumes de dados e pelo
desenvolvimento de algoritmos de aprendizado de maquina. Nesse contexto,
o aprendizado profundo (deep learning) consolidou-se como um paradigma
dominante, permitindo a construcdo automatica de representacdes hierdrquicas a
partir dos dados, sem a necessidade de especificagdo explicita de regras simbdlicas.
Conforme descrito por Goodfellow, Bengio e Courville (2016), essas arquiteturas
aprendem multiplos niveis de abstracdo por meio de redes neurais profundas
treinadas por otimiza¢do numeérica.
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A consolidacdo desse paradigma conduziu, mais recentemente, ao
desenvolvimento de modelos de inteligéncia artificial generativa, baseados em
arquiteturas neuronais de larga escala, como os modelos do tipo transformer.
Esses sistemas diferenciam-se das abordagens tradicionais por sua capacidade de
modelar distribuicdes probabilisticas complexas e gerar novas instancias de dados
que preservam regularidades estatisticas observadas durante o treinamento (Brown
et al., 2020). Tais modelos ampliaram o escopo das aplicacdes da IA incluindo
tarefas de geracao de linguagem natural, sintese de imagens, producao de cédigo
e simulacdes computacionais (Bommasani et al,, 2021).

A adocdo crescente desses sistemas introduz questdes relevantes de natureza
técnica, ética e epistemoldgica, relacionadas a interoperabilidade dos modelos, a
confiabilidade das saidas geradas, a presenca de vieses nos dados e as implicagdes
do uso desses sistemas em contextos educacionais, cientificos e profissionais. Diante
desse cenario, este artigo propde uma andlise da trajetdria evolutiva da inteligéncia
artificial, articulando os fundamentos da A simbdlica, a transicdo para o aprendizado
profundo e o surgimento dos modelos generativos, com o objetivo de contextualizar
seus impactos e limites a luz das transformagoes recentes do campo, em consonancia
com o escopo do texto anexo

DA INTELIGENCIA ARTIFICIAL CLASSICA A
INTELIGENCIA ARTIFICIAL GENERATIVA:
EVOLUCAO CONCEITUAL E TECNOLOGICA

A Inteligéncia Artificial (IA) cldssica, também denominada IA simbdlica ou
baseada em regras, constituiu o paradigma dominante desde o surgimento formal
do campo, na década de 1950, até aproximadamente o final dos anos 1980. Esse
modelo fundamentava-se na hipdtese de que os processos cognitivos humanos
poderiam ser formalizados por meio da manipulacao explicita de simbolos, estruturas
[6gicas e regras dedutivas bem definidas. Nessa perspectiva, a inteligéncia era
compreendida como um processo essencialmente simbdlico, sequencial e l6gico,
no qual o conhecimento humano deveria ser previamente codificado em sistemas
computacionais (Russell; Norvig, 2021).

Os sistemas especialistas representam a principal materializacdo desse paradigma.
Aplicacbes como o MYCIN, desenvolvido para apoio ao diagndstico médico,
baseavam-se em extensas bases de conhecimento compostas por regras do tipo
SE-ENTAO, associadas a mecanismos de inferéncia légica. Linguagens como LISP
e Prolog tornaram-se ferramentas centrais nesse contexto, por sua capacidade de
manipular simbolos e expressdes |égicas de forma eficiente (Nilsson, 2010). Apesar
dos avancos obtidos em dominios altamente estruturados, a IA simbdlica revelou
limitacoes significativas quando aplicada a ambientes complexos, incertos ou ruidosos.
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Entre os principais entraves desse paradigma destacam-se a dependéncia de
conhecimento explicitamente formalizado, a baixa escalabilidade dos sistemas
baseados em regras e a dificuldade de lidar com ambiguidade, senso comum e
aprendizado continuo. Essas limitagdes ficaram conhecidas na literatura como
o problema da representacdo do conhecimento, evidenciando a dificuldade de
traduzir o conhecimento humano tdcito e contextual em estruturas formais rigidas
(Mccarthy, 1989). Como consequéncia, a IA simbdlica mostrou-se pouco adaptavel
a problemas do mundo real, nos quais os dados sdo incompletos, dinamicos e de
alta dimensionalidade.

Um avanco conceitual relevante nesse periodo intermediario foi a introducdo da
Légica Fuzzy, proposta por Lotfi A. Zadeh no final da década de 1960. Diferentemente
da légica cldssica, fundamentada em valores binarios de verdade, a Logica Fuzzy
permite a representacgdo formal de graus de pertinéncia, possibilitando a modelagem
computacional de conceitos vagos, imprecisos ou linguisticamente definidos (Zadeh,
1965).

Em seu trabalho seminal, Zadeh (1968) argumenta que muitos fendmenos do
mundo real ndo podem ser adequadamente descritos por categorias rigidas, sendo
mais apropriado empregar estruturas matematicas capazes de lidar com transi¢oes
graduais entre estados. Essa abordagem rompe com a rigidez da légica booleana e
introduz um formalismo compativel com o raciocinio aproximado humano.

A Légica Fuzzy desempenhou papel fundamental na ampliagdo do escopo
da Inteligéncia Artificial classica, sobretudo em sistemas de controle, tomada de
decisao e inferéncia baseada em conhecimento linguistico. Do ponto de vista
epistemoldgico, esse paradigma representa uma inflexdo importante ao reconhecer
explicitamente os limites da precisdo formal na representacdo do conhecimento,
antecipando debates contemporaneos sobre incerteza, explicabilidade e confianca
em sistemas inteligentes. Embora distinta dos modelos estatisticos atuais, a Logica
Fuzzy estabelece uma ponte conceitual entre a A simbdlica tradicional e abordagens
posteriores baseadas em aproximacdo e aprendizado a partir de dados.

A transicdo para um novo paradigma ocorreu com o ressurgimento das Redes
Neurais Artificiais (RNAs) e do Aprendizado de Maquina (Machine Learning),
impulsionados por avancos simultaneos em poder computacional, disponibilidade
massiva de dados e desenvolvimento de algoritmos de otimizacdo eficientes.
Diferentemente da abordagem simbdlica, os modelos conexionistas abandonam
a programacao explicita de regras e passam a aprender representacdes internas
diretamente a partir dos dados, por meio de processos estatisticos e iterativos
(HAYKIN, 2009).
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O desenvolvimento e a popularizacdo do algoritmo de retropropagacao
do erro (backpropagation) permitiram o treinamento eficiente de redes neurais
com multiplas camadas ocultas, dando origem ao paradigma do aprendizado
profundo (deep learning). Essas arquiteturas demonstraram elevada capacidade
de extracdo automatica de caracteristicas hierarquicas e abstratas, alcancando
desempenhos superiores em tarefas de percepcao, como reconhecimento de imagens,
processamento de linguagem natural e reconhecimento de fala dreas nas quais a 1A
simbdlica apresentava desempenho limitado (Goodfellow; Bengio; Courville, 2016).

A evolucdo desse paradigma culmina, até o momento, na consolidacédo da
Inteligéncia Artificial Generativa, que representa uma mudanca qualitativa no escopo
das aplicacdes de IA. Enquanto os modelos discriminativos tradicionais concentram-
se em tarefas de classificacdo e regressdo, os modelos generativos buscam aprender
a distribuicdo probabilistica subjacente aos dados, permitindo a sintese de novas
amostras estatisticamente plausiveis. Esse avanco amplia significativamente o papel
dalA, que passa a atuar ndo apenas como ferramenta analitica, mas também como
agente de producdo de contetido (BROWN et al., 2020).

Arquiteturas como as Redes Adversariais Generativas (GANs), baseadas na
competicdo entre uma rede geradora e uma rede discriminadora, e os Transformadores,
fundamentados em mecanismos de atencdo capazes de modelar dependéncias de
longo alcance, constituem os principais pilares técnicos desse novo paradigma
(Goodfellow et al.,, 2014; Vaswani et al., 2017). A partir dessas bases, emergem os
Modelos de Linguagem de Grande Escala (LLMs), como o GPT, bem como modelos
multimodais voltados a geracdo de imagens, dudio e videos.

Esses sistemas sdo caracterizados pelo pré-treinamento em grandes volumes
de dados ndo estruturados e pela capacidade de adaptacdo a multiplas tarefas por
meio de instru¢des em linguagem natural (prompts). Tal caracteristica redefine a
interacdo humano-maquina, deslocando o foco da programacao tradicional para
a engenharia de prompts e para o uso contextual da IA como ferramenta cognitiva
ampliada. No entanto, esse avango também introduz desafios relevantes de natureza
ética, epistemoldgica e regulatdria, especialmente no que se refere a confiabilidade,
a transparéncia e aos impactos sociais da autonomia crescente desses sistemas
(Floridi et al, 2018).

RESULTADOS E DISCUSSOES

A evolucdo recente da Inteligéncia Artificial (IA), em especial com a consolidagdo
dos modelos generativos, produziu impactos mensuraveis e de carater estrutural
em multiplos dominios sociais, cientificos e econémicos. A chamada IA Generativa
ampliou significativamente o acesso a ferramentas avancadas de producédo de
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conteudo, viabilizando a geracdo automatizada de textos, imagens, videos, dudios e
cddigos por usuarios ndo especialistas. Esse processo tem sido descrito na literatura
como um fendmeno de democratizacdo cognitiva, no qual capacidades antes
restritas a profissionais altamente qualificados passam a ser mediadas por sistemas
computacionais treinados em larga escala (Bommasani et al., 2021)

No campo cientifico, esses sistemas tém contribuido para a aceleracdo de
descobertas, especialmente em areas como o desenvolvimento de farmacos, a
engenharia de materiais e a modelagem molecular, ao permitir a exploracdo eficiente
de espacos de solucdo complexos e de alta dimensionalidade (JUMPER et al., 2021).
Na indUstria, a IA generativa vem sendo empregada na otimizacdo de processos de
design, simulacdo e prototipagem, reduzindo ciclos de desenvolvimento e custos
operacionais, além de favorecer abordagens baseadas em cocriagdo humano-
magquina (Goodfellow; Bengio; Courville, 2016). No cotidiano, observa-se uma
transformacao profunda na interacdo humano-computador, marcada pela difusao
de assistentes conversacionais baseados em grandes modelos de linguagem, que
incorporam capacidades de compreensao contextual, adaptacdo discursiva e geracao
de respostas em linguagem natural (BROWN et al., 2020).

Entretanto, os beneficios associados a esse avanco tecnoldgico coexistem com
desafios relevantes de natureza técnica, ética, juridica e social. Entre eles, destacam-
se a amplificacdo de desinformacdo em larga escala, a producdo de deepfakes, a
reproducdo e intensificacdo de vieses sociais presentes nos dados de treinamento,
bem como controvérsias relacionadas a propriedade intelectual, autoria e uso
indevido de contetidos protegidos (Floridi et al,, 2018). Adicionalmente, o impacto
da lA generativa sobre os mercados de trabalho criativos e cognitivos suscita debates
sobre reconfiguracdo de competéncias, deslocamento ocupacional e necessidade
de politicas publicas de adaptagao e regulagao.

Um aspecto central desse debate reside na limitada interpretabilidade dos modelos
generativos contemporaneos. A ldgica interna desses sistemas, frequentemente
caracterizada como uma “caixa-preta”, contrasta com a transparéncia intencional
gue marcou os paradigmas classicos da IA simbdlica e baseada em regras. Essa
opacidade introduz novos dilemas relacionados a explicabilidade, responsabilizagdo
e confianca nos sistemas automatizados, exigindo o desenvolvimento de marcos
regulatdrios, metodologias de auditoria algoritmica e abordagens de IA explicével
(XAI) capazes de mitigar riscos sem comprometer os avancos alcancados (Russell;
Norvig, 2021).
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DIMENSOES ETICAS, EPISTEMOLOGICAS E LIMITES
CIENTIFICOS DA INTELIGENCIA ARTIFICIAL GENERATIVA

A consolidagédo da Inteligéncia Artificial Generativa introduz desafios que
extrapolam o dominio estritamente tecnoldgico, exigindo uma analise critica de seus
fundamentos epistemoldgicos, éticos e cientificos. Diferentemente dos paradigmas
cldssicos da Inteligéncia Artificial, nos quais os sistemas computacionais operavam
como instrumentos deterministicos ou probabilisticos claramente delimitados, os
modelos generativos contemporaneos passam a atuar como mediadores ativos na
producéo, organizacdo e reformulacdo de informagoes, influenciando processos de
interpretacao e decisdo humana.

Do ponto de vista epistemoldgico, esses sistemas tensionam concepgdes
tradicionais de conhecimento cientifico baseadas em causalidade explicita,
transparéncia metodoldgica e verificabilidade. Os modelos generativos néo
constroem explicacdes a partir de principios formais ou leis causais explicitamente
representadas, mas inferem regularidades estatisticas em grandes volumes de dados.
Como resultado, produzem saidas semanticamente coerentes e contextualmente
adequadas, ainda que desprovidas de justificativas causais acessiveis ao usuario
humanao. Essa caracteristica reforca a distingdo entre capacidade preditiva e explicacdo
cientifica,impondo limites claros a interpretacdo epistemoldgica do conhecimento
gerado (Floridi et al., 2018).

A opacidade estrutural desses modelos, frequentemente caracterizada como
o problema da "caixa-preta”, constitui um limite cientifico relevante, sobretudo em
dominios nos quais explicabilidade, auditabilidade e responsabilizacdo sdo requisitos
centrais. Em contraste com a IA simbdlica cldssica, que privilegiava representacoes
|6gicas transparentes, a IA generativa prioriza desempenho empirico e generalizagdo
estatistica, deslocando o foco do controle explicito para a validagdo a posteriori dos
resultados (Russell; Norvig, 2021).

Esses limites tornam-se ainda mais evidentes quando se analisa o papel
da interacdo humano-mdquina na mediacdo do comportamento dos modelos
generativos, especialmente por meio da engenharia de prompt, discutida a seguir.

Engenharia de Prompt: Mediacao Cognitiva, Limites
Metodologicos e Responsabilidade Etica

A engenharia de prompt emerge como um elemento metodoldgico central
na utilizacdo de modelos de Inteligéncia Artificial Generativa, desempenhando
papel distinto da programacao tradicional. Enquanto abordagens classicas de
desenvolvimento de sistemas computacionais se baseiam na especificacdo explicita
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de algoritmos, regras e estruturas de controle, a engenharia de prompt consiste
na formulacdo de instru¢des em linguagem natural que condicionam, de maneira
indireta, o comportamento do modelo generativo.

Do ponto de vista cientifico, a engenharia de prompt pode ser compreendida
como uma forma de mediacdo cognitiva, na qual o usudrio humano atua como
agente regulador do espago de respostas possiveis do modelo. Essa mediacdo ndo
altera a arquitetura interna nem os parametros do sistema, mas influencia a ativagao
de padrdes latentes aprendidos durante o treinamento. Assim, o comportamento
do modelo passa a depender ndo apenas de sua estrutura estatistica, mas também
da qualidade semantica, contextual e normativa das instrucdes fornecidas (Brown
etal, 2020).

O desenvolvimento de um bom prompt constitui um elemento central para
a interacéo eficaz entre usudrios humanos e sistemas de inteligéncia artificial
generativa, pois atua como um mediador cognitivo que condiciona a qualidade,
a precisdo e os limites epistemoldgicos das respostas produzidas. Um prompt bem
elaborado deve definir claramente o objetivo da tarefa, fornecer contexto adequado,
explicitar o formato esperado da saida e impor restricdes que reduzam ambiguidades,
como limites de extensao, estilo linguistico e normas técnicas adotadas. Além disso,
a atribuicdo de um papel especifico ao modelo e a organizagdo das instru¢des em
etapas contribuem para maior controle metodoldgico e previsibilidade dos resultados.
Sob essa perspectiva, a engenharia de prompt ndo se restringe a um procedimento
operacional, mas configura-se como uma pratica técnico-cientifica alinhada a
principios de explicabilidade, rigor conceitual e responsabilidade no uso da IA,
especialmente em contextos educacionais e académicos. Essa compreensdo dialoga
com estudos recentes desenvolvidos por Mendonca e colaboradores, que analisam
criticamente o uso de tecnologias digitais e de inteligéncia artificial na educacao,
enfatizando a necessidade de mediacdo pedagdgica consciente e metodologicamente
fundamentada (Mendonca et al., 2023).

As |A Generativas geram texto para texto, texto paraimagem ou vice versa, texto
para gerar ou melhorar céddigos computacionais, como por exemplo a transformacao
de umaimagem do autor principal e seu filho de forma Itdica em mostra a figura 1,
feita através da ferramenta de geracdo ou modificacdo do Gemini Google® (Google
LLC, 2026). Ressalta-se que prompts escrito em inglés tem maior probabilidade de
sucesso em problemas de maior complexidade, devido a base de conhecimento é
de aproximadamente 80% a 90% em inglés

Contudo, essa caracteristica evidencia limites metodoldgicos importantes. A
dependéncia da formulacdo dos prompts introduz variabilidade significativa nos
resultados, dificultando a reprodutibilidade e a padronizacdo de experimentos
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cientificos baseados em modelos generativos. Pequenas variacdes linguisticas ou
contextuais nas instru¢des podem produzir respostas substancialmente distintas, o
que impode desafios a validacdo empirica e a comparacado sistematica de resultados.
Dessa forma, a engenharia de prompt ndo pode ser considerada um mecanismo
de controle deterministico, mas sim uma pratica probabilistica sujeita a incertezas
estruturais.

Sob a perspectiva epistemoldgica, a engenharia de prompt nédo resolve o
problema da explicabilidade dos modelos generativos. Ainda que instru¢des bem
definidas possam aumentar a coeréncia e a adequacdo contextual das respostas,
elas ndo fornecem acesso direto aos mecanismos internos de inferéncia do sistema.
Assim, a engenharia de prompt atua como um instrumento de orientacdo pragmatica,
e ndo como uma estratégia de explicacdo cientifica no sentido estrito (Goodfellow;
Bengio; Courville, 2016).

O ajuste sequencial de um prompt consiste em um processo iterativo de
refinamento no qual a resposta gerada por um modelo de linguagem é analisada
criticamente e utilizada como base para a reformulacdo da instrucdo subsequente,
incorporando maior contexto, restri¢des, exemplos ou critérios explicitos de avaliagdo.
Nesse ciclo continuo de feedback, o usudrio identifica ambiguidades, lacunas
informacionais ou desvios conceituais presentes na resposta e os traduz em ajustes
progressivos no prompt, promovendo uma convergéncia gradual para resultados
mais precisos, consistentes e alinhados ao objetivo pretendido. Essa estratégia,
amplamente discutida na literatura recente sobre engenharia de prompts, permite
explorar de forma sistematica as capacidades dos modelos generativos sem alterar
seus parametros internos, funcionando como um mecanismo externo de controle
semantico e metodoldgico sobre o processo de geracdo textual (CHEN et al., 2024).

Figura 1 - Uso ludico da ferramenta de edi¢do de imagem do Gemini.
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Do ponto de vista ético, a centralidade da engenharia de prompt desloca parte
significativa da responsabilidade pelo contelddo gerado para o usudrio humano.
Instrugdes ambiguas, incompletas ou orientadas por objetivos questiondveis podem
induzir o modelo a geracao de informacoes enviesadas, imprecisas ou normativamente
problematicas. Nesse sentido, o uso responsavel da IA generativa exige diretrizes
normativas para a formulacdo de prompts, incluindo: a delimitacdo explicita do
escopo da tarefa, a restricdo quanto a geracdo de inferéncias nao verificaveis e a
validacdo critica dos resultados antes de sua aplicacao pratica (Bommasanietal, 2021).

Além disso, a engenharia de prompt evidencia uma limitacdo estrutural da 1A
generativa: a transferéncia de parte do controle cognitivo e ético do sistema para a
interacdo humano-maquina. Essa constatacao reforca a necessidade de abordagens
complementares, como técnicas de Inteligéncia Artificial Explicavel (XAl) e modelos
hibridos neuro-simbdlicos, capazes de oferecer maior transparéncia, rastreabilidade
e controle normativo sobre os sistemas generativos (Floridi et al,, 2018).

A Figura 2 ilustra a relagdo entre o usuario humano, a engenharia de prompt
e o modelo de Inteligéncia Artificial Generativa, destacando os principais limites
epistemoldgicos associados a essa interacdo. O usuario atua como agente formulador
deinstru¢des em linguagem natural (prompt), que funcionam como mecanismo de
mediacdo cognitiva entre a intencdo humana e o espaco probabilistico de respostas
do modelo.

Ciclos de Interacgéao

Configuracdo Treinamento Avaliacao
Inicial do Modelo Humanae Verficacio
Coletade Dados e Geracao Inicial dos Resultados
de Saidas

Refinamento
do Modelo
e lteracao

Figura 2 - Relacdo entre o usuario, a engenharia de prompt e o modelo de L.A.G.
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O modelo generativo, por sua vez, opera como um sistema estatistico de
alta complexidade, caracterizado por baixa interpretabilidade interna (“caixa-
preta”), o que restringe a rastreabilidade causal e a explicacdo cientifica das saidas
produzidas. Os limites epistemoldgicos emergem precisamente nessa interface,
onde desempenho empirico, controle indireto e responsabilidade ética coexistem
sem garantir transparéncia ou explicabilidade plena.

E finalmente uma visdo global do trabalho é apresentada na figura 3, por meio
de um infografico gerado pelo NotebookLM (Google LLC, 2026).

De Regras a Criagdo: A Jornada Evolutiva da Inteligéncia Artificial

AEra Classical (/¥ 1" A Revolugio Moderna (IA Generativa)
igénci incipal Limitaga Dadsem a0t A sigdo para o Capacidade e
em Regras Explicitas Rigidez e Baixa Escalabilidade Crands Escela ~ [5] / Aprendizado por Dados  Criar Contetido

_ = Impuisionada pelo aumento do
" podercomputacional e pela
=, disponibilidade massiva de dados.

Sistemas operavam manipulando Dificukdade e lidar cort Original
E ol 3 lole s pra-dernd P e
por humanos, conhecimento nao formalizado.

RESULTADO
ESPERADO

Exemplo Tipico:

i iali 0 Dilema da “Caixa-Preta”
Alta performance com balxa
interpretabilidade, gerando novos
desaflos éticos & de conflanca.

Aplicagdes camn o MYCIN usavam
regras "SE-ENTAD" para tarefas em
dominios restritos.

3 NotebookL

Figura 3 - Infografico “A era classica” VS “Revolucao moderna”.

CONCLUSAO E TRABALHOS FUTUROS

O artigo apresenta uma sintese critica da evolucdo histdrica e conceitual
da Inteligéncia Artificial, evidenciando a transicdo dos paradigmas cldssicos,
fundamentados em sistemas simbdlicos e regras explicitas, para abordagens
estatisticas e conexionistas, culminando na emergéncia da Inteligéncia Artificial
Generativa. Argumenta-se que essa transformacao ultrapassa ganhos incrementais de
desempenho computacional, configurando uma mudanca estrutural nos pressupostos
tedricos, metodoldgicos e epistemoldgicos do campo. Enquanto a IA classica
privilegiava transparéncia, controle e previsibilidade, os modelos contemporaneos
baseados em aprendizado profundo deslocam o foco para a aprendizagem
automatica a partir de grandes volumes de dados, ampliando significativamente o
escopo de aplicagdes, mas introduzindo desafios relacionados a opacidade, aos vieses
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e a confiabilidade. O texto destaca a IA Generativa como um fendmeno de impacto
transversal nos dominios cientifico, educacional, industrial e social, cujos beneficios
coexistem com limites técnicos, éticos e regulatdrios. Nesse contexto, a engenharia
de prompt é analisada como um elemento metodoldgico central na mediacdo entre
usuarios e sistemas generativos, funcionando como mecanismo de orientacdo
probabilistica que amplia a utilidade pratica dos modelos, ao mesmo tempo em
que explicita seus limites epistemoldgicos. Conclui-se que a compreensao critica
da trajetoria da |A é essencial para fundamentar seu uso responsavel, apontando
como dire¢des futuras pesquisas empiricas comparativas, o desenvolvimento de
abordagens hibridas, o avanco em IA explicavel, auditoria algoritmica e governanga
de dados, bem como o fortalecimento de perspectivas interdisciplinares voltadas a
regulacdo, formacao critica e sustentabilidade do uso dessas tecnologias.
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